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Abstract

This PhD thesis deals with a number of different problems in mathematical physics with the
common thread that they have probabilistic aspects. The problems all stem from mathematical
studies of lattice systems in statistical and quantum physics; however beyond that, the selection
of the concrete problems is to a certain extent arbitrary. This thesis consists of an introduction
and seven papers.
In [Mass], we give a new proof of exponential decay of the truncated two-point correlation

functions of the two-dimensional Ising model at the critical temperature in a magnetic field.
In [MonCoup], we provide counterexamples to monotonicity properties of the loop O(1)

model and the (single, traced, sourceless) random current model. Additionally, we prove that
the uniform even subgraph of the (traced, sourceless) double random current model has the
law of the loop O(1) model.
In [Kertész], we prove strict monotonicity and continuity of the Kertész line for the ran-

dom cluster model in the presence of a magnetic field implemented through a ghost vertex.
Furthermore, we give new rigorous bounds that are asymptotically correct in the limit h→ 0.
In [UEG], we prove that the uniform even subgraph percolates in Zd for d ≥ 2, that the

phase transition of the loop O(1) model on Zd is non-trivial and we provide a polynomial lower
bound on the correlation functions of both the loop O(1) model and single random current
corresponding to a supercritical Ising model on Zd whenever d ≥ 3.
In [MagQW], we introduce a model for quantum walks on Z2 in a random magnetic field

where the plaquette fields are i.i.d. random. We prove an a priori estimate and an exponential
decay result of the expectations of fractional moments of the Green function.
In [Spec], we obtain a representation of generators of Markovian open quantum system with

natural locality assumptions as a direct integral of finite range bi-infinite Laurent matrices with
finite rank perturbations. We use the representation to calculate the spectrum of some infinite
volume open quantum Lindbladians analytically and to prove gaplessness of the spectrum,
absence of residual spectrum and a condition for convergence of finite volume spectra to their
infinite volume counterparts.
In [OpenLoc], we consider a Markovian open quantum system where the terms in the

generator are local. We prove that in the presence of any local dephasing in the system, then
any steady state of the system will have exponentially decaying coherences. Furthermore, we
prove for a general class of models that includes our motivating examples, that the results
holds in expectation for large disorder, that is, a sufficiently strong random potential in the
Hamiltonian. That result extends Anderson localization to open quantum systems.
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Sammenfatning

Denne Ph.D.-afhandling omhandler en række forskellige problemstillinger inden for matematisk
fysik med det tilfælles at de alle har sandsynlighedsaspekter. Alle problemstillingerne stam-
mer fra matematiske studier gittersystemer i statistisk fysik og kvantefysik, men derudover er
udvælgelsen af de konkrete problemer i en vis udstrækning vilk̊arlig. Afhandlingen best̊ar af
en introduktion og syv artikler.
I [Mass] giver vi et nyt bevis for eksponentielt henfald af de trunkerede topunktskorrela-

tionsfunktioner af den todimensionelle Ising-model ved den kritiske temperatur i et magnetfelt.
I [MonCoup] giver vi modeksempler p̊a monotonicitetsegenskaber for loop-O(1)-modellen

og den (enkelte, sporede, divergensfri) tilfældige strøm. Vi beviser ogs̊a, at den uniforme lige
delgraf af den (sporede, divergensfri) dobbelte tilfældige strøm har samme lov som loop-O(1)-
modellen.
I [Kertész] beviser vi streng monotonicitet og kontinuitet af Kertész-linjen for FK-perkolation

i et magnetfelt implementeret gennem et spøgelsespunkt. Desuden giver vi nye b̊and, der er
asymptotisk korrekte i grænsen h→ 0.
I [UEG] beviser vi, at den uniforme lige delgraf perkolerer i Zd for d ≥ 2, at faseovergangen

af loop-O(1)-modellen p̊a Zd er ikke-triviel, derudover giver vi et polynomielt nedre b̊and for
korrelationsfunktioner af b̊ade loop-O(1)-modellen og den enkelte tilfældige strøm svarende til
en superkritisk Ising-model p̊a Zd, med d ≥ 3.
I [MagQW] introducerer vi en model for kvanteg̊ature p̊a Z2 i et tilfældigt magnetfelt, hvor

magnetfelterne i hver plakette er uahængigt identisk fordelte. Vi beviser et a priori-estimat og
et eksponentielt henfaldsresultat af forventningerne til brøkmomenter af Greens-funktionen.
I [Spec] opn̊ar vi en repræsentation af generatorer af markovske åbne kvantesystemer med

naturlige lokalitetsantagelser som et direkte integral af biuendelige Laurentmatricer der har
endelig rækkevidde med endelig rang pertubationer. Vi bruger repræsentationen til analytisk
at beregne spektret af relevante eksempler Lindbladoperatorer i uendelig volumen. Derudover
bruger vi repræsentationen til at bevise at spektrene aldrig har noget gab, at operatorerne
aldrig har residualt spektrum og til at vise en betingelse for konvergens af spektrene i endelig
volumen til deres modstykker i uendelige volumen.
I [OpenLoc], betragter vi et markovsk åbent kvantesystem, hvor alle led i generatoren er

lokale. Vi beviser, at hvis der er lokal dephasing i systemet, s̊a vil enhver stabil tilstand af
systemet have eksponentielt henfaldende kohærenser. Ydermere beviser vi for en generel klasse
af modeller, der inkluderer vores motiverende eksempler, at resultaterne holder i forventning,
hvis der er et tilstrækkeligt stærkt tilfældigt potentiale i Hamiltonoperatoren. Derved udvider
resultatet teorien om Anderson lokalisering til åbne kvantesystemer.
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Contributions and Structure

This thesis consists of two parts: An introduction and a collection of papers. First, we give
an overall introduction to some probabilistic methods that we use throughout this thesis. The
introduction deals mostly with proofs of exponential decay in lattice models using iterations, a
theme which is sometimes known as the Hammersley paradigm. Therefore the introduction is
a highly selective summary of methods which the later chapters build on and not in any way
a representative review of the literature. Next, we give more technical introductions to each
of the papers of this thesis.
The second part consists of the following papers.

[Mass] F. R. Klausen and A. Raoufi. “Mass scaling of the near-critical 2D Ising model
using random currents”. In: Journal of Statistical Physics 188.3 (2022), pp. 1–21. doi:
10.1007/s10955-022-02939-x. arXiv: 2105.13673.

[MonCoup] F. R. Klausen. “On monotonicity and couplings of random currents and the
loop-O(1)-model”. In: ALEA 19 (2022), pp. 151–161. doi: 10.30757/ALEA.v19-07. arXiv:
2006.15897.

[Kertész] U. T. Hansen and F. R. Klausen. “Strict monotonicity, continuity, and bounds on
the Kertész line for the random-cluster model on Zd”. In: Journal of Mathematical Physics
64.1 (2023). doi: 10.1063/5.0105283. arXiv: 2206.07033.

[UEG] U. T. Hansen, B. Kjær, and F. R. Klausen. “The Uniform Even Subgraph and
Its Connection to Phase Transitions of Graphical Representations of the Ising Model”. In:
arXiv e-prints (2023). arXiv: 2306.05130

[MagQW] F. R. Klausen, C. Cedzich, and A. H. Werner. “Quantum Walks in random
magnetic fields”. In: preparation (2023)

[Spec] F. R. Klausen and A. H. Werner. “Spectra of Lindbladians on the infinite line:
From non-Hermitian to full evolution via tridiagonal Laurent matrices”. In: arXiv e-prints
(2022). arXiv: 2206.09879.

[OpenLoc] F. R. Klausen and S. Warzel. “Exponential decay of coherences in steady states
of open quantum systems with large disorder”. In: In preparation (2023)
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Contributions and Structure

During my PhD, I also was a (co-)author of the following projects that are not included in
the this PhD-thesis.
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Part I.

Introduction
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1. A Gentle Introduction: Probability
in Mathematical Physics

In this chapter, we motivate and provide a simple introduction to some of the objects and
techniques studied in this thesis using the Ising model and Bernoulli percolation as guiding
examples. We invite the reader to look at pictures and ponder about probability as we go
along. The only prerequisite is some degree of comfort with probabilities. Therefore, experts
in the subject may choose to start directly in Section 2. For a much more in-depth introduction
to classical statistical mechanics, see the inspiring introduction [FV17].

1.1. Intuition on Phase Transitions: A Look into the
Ising Model

Phase transitions are a part of the everyday life of every human being. One of the most well-
known phase transitions is the phase transition of water, which changes state from solid (ice)
to liquid (water) and eventually to gas (vapor) as the temperature is increased.

The phase transition of water is so fundamental to us and to our understanding of tempera-
ture that we designed our temperature scales around it. At the same time, the phase transition
of water is complex. Only one degree of temperature leads to an abrupt change of behavior.
What is really going on when we make a cup of tea?

Phase transitions are a central object of study in statistical mechanics, where one approach
is to find simple models that qualitatively exhibit some of the features of phase transitions.
The prototypical example is the two-dimensional Ising model. Apart from its prototypical

(a) Cold water (b) Boiling water (c) Water vapor

Figure 1.1.: Water at three different temperatures, arguably the most well-known phase
transition. b) Image: Serious Eats / Amanda Suarez. Published with permission
from seriouseats.com. All rights reserved.
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1. A Gentle Introduction: Probability in Mathematical Physics

status in statistical mechanics, the purpose of introducing the Ising model here is two-fold.
Firstly, it was in itself one of the main objects of study throughout this thesis (the papers
[Mass], [MonCoup], [Kertész], [UEG]). In addition, some of the techniques that we use in
[MagQW] and [OpenLoc] have direct simpler analogues in the case of the Ising model.

1.1.1. The Energy of the Ising Model

The Ising model is a model of magnets. In school, it is often taught that a magnet is made up
of mini-magnets. These mini-magnets, which point either up or down, we call spins, and we
say the Ising model is a spin-model.
In the ferromagnetic Ising model, the energy of the system is lower whenever more

mini-magnets point the same way as their neighbors. Thus, if we have a fixed network of mini-
magnets, we can count the pairs where two neighbours point in opposite ways. More formally,
a network can be specified by a graph G with vertices V and edges E, see Figure 1.2b) for an
example.
Thus, we can say that the energy, which we will denote by the letter H, is given by

H = number of pairs with mini-magnets pointing in opposite directions.

In the example in Figure 1.2, we see that H = 3 since there are three red edges between spins
pointing in opposite directions.

.

. .

.

.

(a) An Ising configuration with spin
depicted as arrows.

+

+
-

-

+

(b) The configuration with + and − in-
stead of arrows.

Figure 1.2.: An Ising configuration with 5 spins (vertices V ) and 5 designated pairs of
edges (edges E) displayed with arrows and with + and − respectively. We
have coloured the edges such that pairs of spins pointing the same way are
blue and pairs pointing the opposite way are red.

For the ferromagnetic Ising model, it is easy to see that there are two states with the lowest
energy H = 0, namely the one where all mini-magnets point up and the one where all mini-
magnets point down, see Figure 1.3.

+

+
+

+

+

Figure 1.3.: The configuration with energy H = 0 where all spins point upwards.

Let us emphasize the locality of the model here. If we flip a mini-magnet then the only
changes in energy come from edges adjacent to the vertex of a spin.
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1.1. Intuition on Phase Transitions: A Look into the Ising Model

1.1.2. Relating Energy and Temperature

From the phase transitions of water we get an intuitive feeling that higher temperature means
more movement in the system. Since any moving molecule has kinetic energy, it is natural
to think that we can model higher temperatures of a system by higher energies. The central
insight, that in some sense gave birth to the field of statistical mechanics, is that this perspective
is particularly useful if we think of the system as random. In the case of the Ising model, it
is most common to work with a fixed average energy, the so-called canonical ensemble.
The intuition described above is formalized through the Gibbs measure. The Gibbs measure

is a particular probability measure. Probability measures, which play a central role in this
thesis, constitute a systematic way of assigning probabilities to different events. The Gibbs
measure for the Ising model we call µβ and it assigns probabilities to different configurations
of spins.
Under the Gibbs measure µβ the probability of finding a given configuration σ is proportional

to the Boltzmann factors e−βH(σ), where β > 0 is a constant that we interpret as the inverse
temperature. The constant of proportionality, or normalizing constant, Z =

∑
σ e

−βH(σ) is also
called the partition function. It is the sum of the Boltzmann factors for all configurations. It
makes sure that the probabilities sum to 1. To summarize, the probability measure µβ assigns
a probability to a configuration σ according to the formula

µβ[σ] =
e−βH(σ)

Z
. (1.1)

We motivate this specific assignment of probabilities in Section 1.3. Let us now give a simple
example.

Configuration: σ . . . . . . . .

Energy: H(σ) 0 1 1 0
Boltzmann
factor: e−βH(σ) 1 e−β e−β 1

Probability: µβ[σ]
1

2+2e−β
e−β

2+2e−β
e−β

2+2e−β
1

2+2e−β

Table 1.1.: An example of a graph with two vertices and a single edge and the four
possible confirgurations, their energies, Boltzmann factors and probabilities.
Here the partition function is Z = 2 + 2e−β.

Now notice that if the temperature is close to 0 then β is very large and the probability
that we are in a configuration with high energy is very small, which in turn means that the
average energy will be small. In the simple example in Table 1.1, we see that the probability
for the two configurations where the spins point the same way is close to 1

2 and the remaining
two have probabilities close to 0. Conversely, if β is very small then all configurations will get
approximately equal probability and the average energy will be large. In Table 1.1, we see that
the probability of all four configurations becomes approximately 1

4 . More concretely, we can
also calculate the average energy to be

1 · e−β

2 + 2e−β
+ 1 · e−β

2 + 2e−β
=

e−β

1 + e−β
.
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1. A Gentle Introduction: Probability in Mathematical Physics

This expression tends to 0 when β →∞ and it tends to 1
2 when β → 0 and it thereby explains

out interpretation of β as the inverse temperature.
Now, the Ising model can be generalized to any graph, which by determining which mini-

magnets are neighbours. For example, Ising himself studied the one-dimensional model in
[Isi24]. It turns out that a more interesting and complicated example is the two-dimensional
Ising model to which we turn next.

1.1.3. The Two-Dimensional Ising Model

The graph of the two-dimensional Ising model is the square lattice. To illustrate it, we show
an example of a configuration in Figure 1.4. The two-dimensional Ising model has a phase
transition which has been subject of intense study [DC22]. In Figure 1.5, we see some different
snapshots of random configurations from the two-dimensional Ising model for different values
of β showing a dramatic change of behavior as β is increased.

+

+

+

+

+

+

+

+

+

+

++ --

-

-

--

-

-

-

-

-

+ +++

-

-

- +++

+

+

-

-

-

+

+

-

-

-

+

-

-

+ + +

+

+

+

+

++

+

+

+

+

Figure 1.4.: An example of a part of the configuration of the 2D Ising model.

One way of mathematically study the phase transition exhibited in Figure 1.5 is through
correlation functions. Correlation functions in different disguises play an important role
throughout this thesis. In the simple case of the Ising model, we write the correlation function
between a vertex x and a vertex y as

⟨σxσy⟩β = 2 · µβ[σx = σy]− 1. (1.2)

In other words, this quantity is two times the probability that the spins point the same way
minus 1. Mathematically speaking, the correlation function is the expectation value of the
product of two spins σxσy under the probability measure µβ.
Notice that if x and y are completely independent of each other, then they point in the same

way with probability 1
2 . In this case, we have ⟨σxσy⟩β = 0. If they, on the other hand, always

point the same way, then ⟨σxσy⟩β = 1.
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1.1. Intuition on Phase Transitions: A Look into the Ising Model

(a) A subcritical Ising config-
uration. Here β < βc.

(b) A critical Ising configura-
tion. Here β = βc.

(c) A supercritical Ising con-
figuration. Here β > βc.

Figure 1.5.: Three examples of a two-dimensional Ising model with varying inverse tem-
perature β. Notice how the two-dimensional Ising model has a phase tran-
sition. Here up-arrows are coloured black and down-arrows white (© Yvan
Velenik).

For the Ising model, it is always the case that ⟨σxσy⟩β ≥ 0, which means that two spins
are more likely to point the same way. This is known as the first Griffith’s inequality after
[Gri67]. Loosely speaking, the effect is strongest for neighbours. That means that if a spin at
x is pointing up then it is more likely that its neighbours are also pointing up.
In Figure 1.5 we see how spins closer to each other are more likely to point the same way. For

all three figures, there are islands of + spins and − spins. In 1.5a) the islands are very small, in
1.5b) the islands are very large and in 1.5c) there is one big island of − spins with some lakes
of + spins. This abrupt change signifies the phase transition. We say that the configuration
in 1.5a) does not have long range order. This means that knowledge of the direction of one
spin does not give knowledge of a spin far away, i.e. the correlation function ⟨σxσy⟩β tends to
0 when x and y become further and further apart. In contrast, the configuration in 1.5c) has
long range order. There, a very large proportion of spins point the same way and so if one
knows that a spin here is up, then it is more likely that a spin very far away is up, that is
⟨σxσy⟩β does not tend to 0. The situation in 1.5b) is in between, we say that it is critical. It
is exactly at this point that the phase transition happen corresponding to the point where the
water is boiling in Figure 1.1b).
Notice how in each picture, there is a sort of typical island-size or length scale of the system.

This length scale, which we call the correlation length, must be related to the probability
that two spins point the same way (which was captured by the correlation function). Below
the critical temperature, it turns out [ABF87] that the correlation function is always expo-
nentially decaying, that is, for some numbers C and ξ

⟨σxσy⟩β ∼ Ce
− |x−y|

ξ . (1.3)

This means if we pick x and y further and further apart then it becomes completely random
whether they point the same way. This is the case in Figure 1.5a). The rate at which this
randomness emerges is governed by the number ξ, which is the correlation length. For example,
if ξ is small (i.e. ξ ≈ 3) then the clusters (islands) are very small, and if ξ is large (i.e. ξ ≈ 3000)
then the clusters are rather large.
Exactly at the critical point β = βc, the phase transition happens and ξ = ∞ and there is

7



1. A Gentle Introduction: Probability in Mathematical Physics

0 1
0

2

4

6

8

10

β

ξ

(a) The correlation length ξ(β) of the
two-dimensional Ising model.

0 1
0

2

4

6

8

10

p

ξ

(b) The correlation length ξ(p) of one-
dimensional Bernoulli percolation.

Figure 1.6.: The correlation length as a function of the parameter for a) the Ising model
(schematically) and b) Bernoulli percolation. Notice how it diverges as

β → βc where βc =
ln(1+

√
2)

2
(as proven by Onsager [Ons44]) and as p→ pc

where pc = 1.

no longer exponential decay. Instead, the correlation function decays polynomially. In Figure
1.6a the correlation length is shown as a function of β and we see how it becomes infinite.
Diverging correlation length is a hallmark of phase transitions.

Notice the analogy with boiling water (see Figure 1.1). Way below the phase transition there
are a few water bubbles, and as we get closer to 100 degrees Celsius the bubbles become larger
and larger. But once all the water is vaporized the bubbles are very small again.

1.1.4. A Brief Comment on Universality

The Ising model is arguably very crude and it does not resemble the microscopic properties of
water or a real magnet. A physical motivation to nevertheless study the model is the concept
of universality. The idea is that the behavior of the model does not depend much on the
microscopic details, especially near the phase transition (see for example [DC22, Sec. 4.2.2]
and references therein). According to [FV17, p.52], in the early days of statistical mechanics,
the simple models were regarded as mostly interesting for mathematicians and lacking physical
relevance. However, this perspective has changed. In the words of Friedli and Velenik [FV17,
p.53]:

One additional ingredient that played a key role in this change of perspective is
the realization that, in the vicinity of a critical point, the behaviour of a system
becomes essentially independent of its microscopic details, a phenomenon called
universality. Therefore, in such a regime, choosing a simple model as the repre-
sentative of the very large class of systems (including the more realistic ones) that
share the same behaviour, allows one to obtain even a quantitative understanding

8
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of these real systems near the critical point.

As inspiring as we may find universality, we are also motivated by the beautiful mathematics
that statistical mechanics has to offer. Beautiful mathematics that, as an additional perk, often
arrives in the form of easy-to-state but difficult-to-solve problems that simultanously can give
rise to very rich mathematics (see e.g. [DC22] and references therein).

1.2. Mathematical Perspectives on Phase Transitions:
Exploring Bernoulli Percolation

We now provide some perspectives on the mathematical study of phase transitions. In par-
ticular, we study the simpler model of Bernoulli percolation. The motivation for doing so is
that many of the arguments that we use throughout this thesis have simpler analogous for
Bernoulli percolation. Furthermore, Bernoulli percolation is arguably the simplest example of
a percolation model, and percolation models play a substantial role in this thesis. One of the
most studied percolation models is the random cluster model (or FK-representation), which
is a percolation model that encodes the properties of the Ising model. In that way, it bridges
between Bernoulli percolation and the Ising model. However, for simplicity and to focus on
ideas rather than introducing all the models, we wait until Section 2 before introducing the
random cluster model.

1.2.1. Definition of Bernoulli Percolation

In contrast to the Ising model, where spins could be up or down, Bernoulli percolation concerns
edges that can be either open or closed. One can think of open edges as edges that are “switched
on” and closed edges as edges that are “switched off”. To mimic the example from Table 1.1
above, if the graph has two vertices and one edge e then there are two configurations, one
where e is open and one where e is closed. In Bernoulli percolation with parameter p ∈ [0, 1]
the probability that the edge is open is p and that is closed is 1− p.
For a more complicated example consider the graph in Figure 1.7 with vertices that we label

with the integers from −4 to 4 and edges between consecutive integers. On the sketch (Figure
1.7) the edges (−4,−3), (−3,−2), (−2,−1), (0, 1), (2, 3),(3, 4) are open and the dashed edges
(−1, 0), (1, 2) are closed. The probability of that configuration would be p6(1−p)2 (since there
are 6 open and 2 closed edges). Any way of opening some edges and closing others is called a
configuration and we denote it with the letter ω. We denote the set of all such configurations
by Ω. For a configuration ω ∈ Ω, we let o(ω) be the number of open edges and c(ω) denote
the number of closed edges. In the example, this means that o(ω) = 6 and c(ω) = 2.
In a general graph G = (V,E), Bernoulli percolation with parameter p between 0 and 1

consists of opening each edge independently with probability p. Formally, this means that
every configuration of open edges ω has the probability

Pp[ω] = po(ω) (1− p)c(ω).

For example, for p = 1
2 this is the same as flipping a fair coin for every edge. If the coin is heads

we open the edge and if it tails we close the edge. Without going into details, we mention that
in [UEG] it is used extensively that P 1

2
is the Haar measure on Ω.

9
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-4 -3 -2 -1 0 1 2 3 4

Figure 1.7.: A configuration of edges for Bernoulli percolation on Z (where we have only
shown some of the points, the reader should think of the path as infinite
in both directions). Here the full edges are open and the dashed edges are
open.

In analogy with the correlation function for the Ising model introduced in (1.2) the correlation
function of Bernoulli percolation we write as Pp[x↔ y], which is the probability that there is
a path of open edges connecting x to y. In Chapter 2, we give more examples of correlation
functions that are studied in this thesis.

The notion of phase transition is clearer for infinite system and in the case of Bernoulli per-
colation we aim to determine the probability of the existence of an infinite path of open edges.
If there is such an infinite path we say that the model percolates. The term “percolation”
should evoke the idea of water permeating a medium from one end to the other.

As the simplest examples, we consider Bernoulli percolation on Z and Z2. Here Z are the
integers and thus one should think of the graph from Figure 1.7 extended to all the integers
(with edges between consecutive integers). Similarly, the graph Z2 has vertices that consists
of all pairs (n,m) of integers n and m where there is an edge between two vertices (n,m) and
(n′,m′) if and only if |n− n′| + |m−m′| = 1 (see Figure 1.4 or Figure 1.8). Furthermore,
the (graph) distance between two vertices x and y is the minimal number of edges in a path
between x and y. The construction of the d-dimensional hypercubic lattice Zd, which is the
main playground of this thesis, is similar.

On an infinite graph we can ask whether there is an infinite path of open edges starting
from 0. We write the probability that such a path exists as Pp[0↔∞]. It is often difficult to
determine this probability as it involves taking infinitely many edges into account. There are
however ways around this. As a first example of such an argument is Bernoulli percolation in
one dimension, where the situation is simple.

1.2.2. One-Dimensional Bernoulli Percolation

Consider the one-dimensional example where some of the edges are shown in Figure 1.7. For
any vertex n in the graph we say that the event {0 ↔ n} occurs if there is a path of open
edges from 0 to n. Since there is only one possible path that could be open in this example it
means that every edge from 0 to n has to be open.

Proposition 1.2.1. Consider Pp,Z, that is Bernoulli percolation on Z with parameter p. Then

Pp,Z[0↔ n] = pn.

Proof. Every edge (i, i+1) between the vertices i and i+1 has to be open for a path between
0 and n to be open. The probability for each edge to be open is p. Since they are independent
the probability for all n edges to be open is pn.

10
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With this observation at hand we can consider the probability that 0↔∞. If there is an
infinite path starting from 0 then it must be infinite either in the positive or in the negative
direction. Therefore, the probability that there is an infinite path from 0 must be smaller than
the probability that there there is a path from 0 to n plus the probability that there is a path
from 0 to −n. Thus,

Pp,Z[0↔∞] ≤ Pp,Z[0↔ n] + Pp,Z[0↔ −n] = pn + pn = 2pn.

When n tends to ∞ then 2pn tends to 0 if p < 1. On the other hand if, for p = 1 all edges
are always open and therefore, there is always an infinite path starting at 0 (in other words,
it happens with probability 1). These considerations prove the following proposition, which is
our first proof of a phase transition!

Proposition 1.2.2. Consider Pp,Z, that is Bernoulli percolation on Z with parameter p. Then,

Pp,Z[0↔∞] =

{
0 if p < 1

1 if p = 1
.

Since the p that are allowed for in the model (and the only ones that make sense) are
between 0 and 1 and the phase transition happens at p = 1 we say that the phase transition
is trivial.
With a slight reformulation, allowing p to be larger than 1, the model is perhaps more

familiar.

Example 1.2.3 (A too familiar example). Consider an epidemic with I0 infected in the begin-
ning. Let R ∈ [0,∞] be a parameter. Suppose that every infected individual in every time-step
passes the disease onto R new people. Thus, if there were In infected individuals in the n’th
timestep, then there are RIn infected individuals in the next time step. Therefore,

In+1 = RIn.

It follows that,

In = RnI0.

Thus, the situation mimics perfectly the situation in Proposition 1.2.1 (upon identifying R = p),
but now values of R > 1 also make sense. The phase transition is still at R = 1. For R < 1
the model exhibits exponential decay, for R = 1 the number of newly infected individuals
remains constant, and for R > 1 the number of new infections is exponentially increasing.

Apart from highlighting that simple models are omnipresent the example teaches us a
lesson on exponential decay. Namely, if we iteratively multiply a number less than 1 we obtain
exponential decay.
As in (1.2) above we can also introduce a correlation function and a correlation length for

Bernoulli percolation on Z. The correlation function for two vertices x, y ∈ Z is given as

Pp[x↔ y] = p|x−y| = elog(p)|x−y|. (1.4)

Now, comparing (1.4) with the definition of the correlation length in (1.3) we see that the
correlation length is given by ξ = − 1

log(p) . Again, we see that ξ →∞ as p→ pc = 1 (see Figure

11
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1.6b for a graphical illustration). Here pc is the critical point, which we can in general define
by

pc = inf
p∈[0,1]

{Pp[0↔∞] > 0} .

We saw that Bernoulli percolation in one dimension Z is trivial since pc = 1, but in two
dimensions Z2, it holds that 0 < pc < 1 as we will now discuss.

1.2.3. Two-Dimensional Bernoulli Percolation

It turns out that the two-dimensional model is much more interesting and one can prove that
the phase transition is non-trivial (that is 0 < pc < 1). In fact, a celebrated result by Kesten
[Kes80] states that pc =

1
2 . In Figure 1.8, we see how the subcritical, critical and supercritical

phases looks.

Here (and throughout this thesis), Λn will denote the box of size 2n × 2n centered at 0:
Λn = {x ∈ Z2 | |x| ≤ n} and the boundary ∂Λn = {x ∈ Z2 | |x| = n}. One way to go about
proving the non-trivial phase transition is to establish for some p0 > 0 that there exists a
c, µ > 0 such that

Pp0,Z2 [0↔ ∂Λn] ≤ ce−µn. (1.5)

Since any infinite path starting at 0 must pass through ∂Λn for any n ∈ N it holds that for
any p ∈ [0, 1]

Pp[0↔∞] ≤ Pp[0↔ ∂Λn].

Therefore, (1.5) implies that

Pp0,Z2 [0↔∞] = 0.

One can say that if (1.5) holds then the probability that you go further and further away tends
to 0. Therefore, the probability that you get infinitely far away must be 0. Hence, there is
no infinite path starting from zero and so p0 < pc. Thus, the inequality (1.5) tells us that the
model at p0 is in the subcritical phase, which is illustrated in 1.8a).

This is a simple example of how proving exponential decay provides information of the phase
of the system. As proving such exponential decay plays a central role in this thesis (e.g. for
the Anderson model and random cluster model), so we delve into a slightly more complicated
example, that highlights many points that will come up throughout this thesis.

1.2.4. Warm Up for Separating Surface Conditions: One-Step
Bound

Denote the four points that are neighbours to 0 by a1, a2, a3, a4 and let ei be the edge between
0 and ai for each i ∈ {1, 2, 3, 4}, see also Figure 1.9b).

Lemma 1.2.4. On the square lattice Z2 for every p ∈ [0, 1] it holds that

Pp[0↔ x] ≤ p
4∑

i=1

Pp[ai ↔ x].

12
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(a) Subcritical Bernoulli
percolation with param-
eter p = 0.2.

(b) Critical Bernoulli per-
colation with parameter
p = 0.5.

(c) Supercritical Bernoulli
percolation with param-
eter p = 0.8.

Figure 1.8.: Three regimes for Bernoulli percolation on Z2, where the critical parameter
is pc = 0.5. Notice the striking similarities with Figures 1.1 and 1.5.

Proof. Notice first that 0↔ x if and only if for one i ∈ {1, 2, 3, 4} the edge ei is open and there
is an open path from ai to x that does not use ei.

Since the probability that one out of four events happens is smaller than the sum of the proba-

bilities that each of them happens we can consider each of the four events {ei is open, ai
{ei}c←→ x}

separately. Here {ei}c means outside of ei. This type of argument is know as a union bound.

Now, the event that there is a path from ai to x not using ei does not in any way depend
on whether ei is open or closed. I.e the two events are independent and the probabilities
factorize, meaning that

Pp[ei is open , ai
{ei}c←→ x] = Pp[ei is open] Pp[ai

{ei}c←→ x].

Furthermore, since the probability of having a path between ai and x where it is allowed to
use ei is larger than the probability of such a path where ei is not allowed then

Pp[ai
{ei}c←→ x] ≤ Pp[ai←→x]. Hence, using Pp[ei is open] = p we obtain

Pp[ei is open, ai
{ei}c←→ x] ≤ pPp[ai←→x].

Together with the union bound this establishes the lemma.

One-step bounds for other models play an independent role in this thesis. Here they mostly
serve as a simple example of separating surface conditions that we discuss next. The many
facets of separating surface conditions are the closest this thesis comes to a common theme.

1.2.5. A First Encounter with a Separating Surface Condition

A separating surface condition is a way to encapsulate the locality of the system. This way
of thinking is used extensively throughout this thesis as we elaborate on in Section 2.2.3. If
x ∈ Z2 is some vertex outside of Λn, then ∂Λn is a separating surface, in the sense that any
path from 0 to x must cross ∂Λn.

13
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(a) Illustration of the box Λn acting as a separating
surface between 0 and x. Any path from 0 to x must
visit a vertex y ∈ ∂Λn.

(b) Example of the 4 edges in the
single step bound. Indepen-
dently, each of them is open
with probability p.

Figure 1.9.: Two elements of the proof of exponential decay for two-dimensional
Bernoulli percolation.

Proposition 1.2.5. For every vertex x ̸∈ Λn it holds that

Pp[0↔ x] ≤
∑

y∈∂Λn

Pp[0
Λn←→ y]Pp[y ↔ x]. (1.6)

Roughly speaking, Proposition 1.2.5 says that the probability that there is a path from 0 to
x is less than the probability that there is a path from 0 to the boundary of Λn and then from
the boundary to x (see Figure 1.9a).

For an elementary proof we follow [DC18, Corollary 2.5]. Readers who are less experienced
with probability may choose to skip the proof on their first reading.

Proof. Consider C = {y ∈ Λn | y Λn←→ 0} which is the connected component of 0 inside Λn.
We will consider all different realizations of C. So suppose that C is a fixed set of edges in Λn

and C = C. Then, if 0 ↔ x then any path from 0 to x must exit C the last time from some
vertex y ∈ C , since x ̸∈ C. This exit-vertex y ∈ ∂Λn, since if it was inside Λn and not in the
boundary, then the next vertex would be part of C. Thus, if {C = C} and {0↔ x} then there

is a vertex y ∈ ∂Λn such that {0 C↔ y} and {y Cc

←→ x}. This argument means that

{C = C} ∩ {0↔ x} ⊂
⋃

y∈∂Λn

{C = C} ∩ {0 C↔ y} ∩ {y Cc

←→ x}.

Thus, by a union bound then

Pp[{C = C} ∩ {0↔ x}] ≤
∑

y∈∂Λn

Pp[{C = C} ∩ {0 C↔ y} ∩ {y Cc

←→ x}].

14



1.2. Mathematical Perspectives on Phase Transitions: Exploring Bernoulli Percolation

Figure 1.10.: Example of some of the random walks some steps from the random walk
expansion in (1.8).

As C ⊂ Λn and by considering all the different realizations of C we get that

Pp[0↔ x] =
∑

C⊂Λn

Pp[{C = C} ∩ {0↔ x}]

≤
∑

C⊂Λn

∑

y∈∂Λn

Pp[{C = C} ∩ {0 C↔ y}]Pp[y
Cc

←→ x]

≤
∑

y∈∂Λn

∑

C⊂Λn

Pp[{C = C} ∩ {0 Λn←→ y}]Pp[y ↔ x]

=
∑

y∈∂Λn

Pp[0
Λn←→ y]Pp[y ↔ x].

1.2.6. From Single-Step Bounds and Separating Surfaces to
Exponential Decay

Using the arguments from the previous sections we can do an iteration argument that leads to
the exponential decay in (1.5). We consider the particular case where the box Λn consists of
the five points in Figure 1.9b. For any vertex v = (v1, v2) ∈ Z2 let ∂B1(v) denote of distance

1 to v. Hence, by symmetry Pp[0
B1(0)←→ y] = p for every y ∈ ∂B1(0), see also Figure 1.9b.

Thereby, Lemma 1.2.4 can be stated as

Pp[0↔ x] ≤ p
∑

y∈∂B1(0)

Pp[y ↔ x]. (1.7)

Notice also how a slight extension of Proposition 1.2.5 implies (1.7). Our objective now is to
iterate the process and prove exponential decay by collecting the distance between 0 and x.
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Using (1.7) again with y instead of 0 yields

Pp[0↔ x] ≤ p2
∑

y1∈∂B1(0)

∑

y2∈∂B1(y1)

Pp[y2 ↔ x]. (1.8)

One can interpret this bound as starting at 0, then walking to y1, then from y1 to y2 and so

on. In each step, we collect a factor of p coming from Pp[y1
B1(y1)←→ y2] = p. Thus, if there are at

least |x| steps between 0 and x we can iterate this |x| times to obtain the following random
walk expansion (see Figure 1.10)

Pp[0↔ x] ≤ p|x|
∑

y1∈∂B1(0)

∑

y2∈∂B1(y1)

· · ·
∑

y|x|∈∂B1(y|x|−1)

Pp[y|x| ↔ x]. (1.9)

Each of these sums has 4 terms and there are |x| of them and since Pp[y|x| ↔ x] is a

probability then it is always less than 1. Therefore, all the sums are less than 4|x| and we
obtain the following lemma.

Lemma 1.2.6. On Z2 it holds that

Pp[0↔ x] ≤ (4p)|x|. (1.10)

In particular, we see that if p < 1
4 then Pp[0↔ x] has exponential decay.

To obtain the estimate (1.5)

Pp0,Z2 [0↔ ∂Λn] ≤ ce−µn

for p0 <
1
4 and all n we use a union bound: If 0↔ ∂Λn then there must be at least one x ∈ ∂Λn

such that 0↔ x and thus, the probability of 0↔ ∂Λn is less than the sum of Pp[0↔ x] overall
x ∈ ∂Λn. Thus, there exists c, µ > 0 such that for any n ∈ N,

Pp0,Z2 [0↔ ∂Λn] ≤
∑

x∈∂Λn

Pp0,Z2 [0↔ x] ≤ 8n · (4p0)n ≤ ce−µn

where we used that there are 8n points in ∂Λn and each of them has distance at least n to 0 so
that we can use (1.10). The last inequality used that exponential decay dominates polynomial
front factors, in the sense that for any polynomial P and constants c, µ > 0 it holds that
P (n)ce−µn ≤ c′e−µ′n for all positive integers n for some constants c′, µ′ > 0. So, it follows that
for p0 <

1
4

Pp0,Z2 [0↔∞] = 0.

In other words, pc ≥ 1
4 > 0.

Now, this is one of the two inequalities need to establish non-triviality of the phase transition
of Bernoulli percolation on Z2. The other inequality, pc < 1 is usually proven using a Peierls
argument after [Pei36], since we do not use the argument in this thesis, we refer to [DC18,
Theorem 1.1] for a nice exposition.
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1.2.7. Generalized Iterations

We saw in the previous section that we proved exponential decay by keeping track of all the
n-step walks from 0. Another way to keep track of the terms is generalized iterations. Define

f(n) = sup
x:|x|≥n

Pp,Z2 [0↔ x].

Notice that f(n + 1) ≤ f(n) for all positive integers n. From (1.7) and using translation
invariance of Pp,Z2 we obtain

Pp,Z2 [0↔ x] ≤ 4p sup
y∈∂B1(0)

Pp,Z2 [y ↔ x] = 4p sup
y∈∂B1(0)

Pp,Z2 [0↔ (x− y)] ≤ 4pf(|x| − 1). (1.11)

Taking the supremum, we obtain that

f(n) = sup
x:|x|≥n

Pp,Z2 [0↔ x] ≤ 4pf(n− 1).

We can iterate this bound and since f(0) ≤ 1, we obtain that

f(n) ≤ (4p)n.

We have thus obtained a new proof of Lemma 1.2.6 using generalized iterations. We will use the
method of more generalized iterations repeatedly throughout this thesis. In the next section,
we introduce the same method in a more general setting where it is known as the Hammersley
paradigm.

1.3. The Origin of Probabilistic Models

Historically, modern probability theory was developed in parallel with statistical mechanics.
As the title of this thesis indicates most of the problems studied in this thesis have probabilistic
aspects. Therefore we briefly discuss how and why the notion of probability theory becomes
relevant. Very roughly speaking, the probabilistic aspects arise in three ways in the problems
in this thesis:

1. Lack of detailed knowledge of the system.

2. As a description of disorder in the system.

3. Inherently in the quantum system.

The three ways are interwoven in various ways, but let us briefly discuss each of them individ-
ually.

1. Lack of detailed knowledge of the system. From one point of view, the breakthrough
of Boltzmann, Gibbs and Maxwell consisted of giving up on modelling the trajectories of indi-
vidual properties of molecules in a gas and instead considering statistical behaviour. Broadly
speaking, they thereby gave birth to statistical physics [Kle90]. In the case of gases, the mi-
crostates are no longer spins pointing up and down as we saw for the Ising model. Instead,
the microstates are positions and velocities of particles, but the treatment is analogous. The
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central assumption is that if the total energy of the system is fixed, then each of the microstates
with that total energy is equally likely. This is known as the microcanonical ensemble. The
thermodynamic properties, such as the heat capacity, then derive statistically. The assumption
can be argued (see [FV17, p. 489],[Jay57] and references therein for a discussion) to be an
application of Laplace’s principle of insufficient reason: If there is no reason that any outcome
is more likely than the others we assign them equal probabilities. For example, if we have a
standard die, there is no reason that any of the faces are preferred, so each face must have
probability 1

6 .
It turns out, that in the canonical ensemble it is slightly easier to connect the microscopic

phenomena to thermodynamics. In contrast to the microcanonical ensemble where the total
energy is fixed, in the canonical ensemble one assumes that the average energy is fixed. Under
that assumption, a calculation with Lagrange multipliers (see [FV17, Sec. 1.1.2]) leads us
to the Gibbs distribution (cf. (1.1)), which serves as the basis of (modern) equilibrium
statistical mechanics.

2. As a description of disorder in the system. The field of random operators, initiated
by Anderson [And58], models disorder in quantum systems by introducing randomness. Think
of a physical model for a perfect crystal. It may be that the model is very accurate, but real
crystals are never perfect, so sometimes the perfect crystal is not what one should model. On
the other hand, introducing imperfections into the model often makes the study of the model
intractable. Furthermore, it may also be impossible to know the exact nature of the model
since we lack knowledge of the state of the system. Again, we transfer the lack of knowledge
of the state of the system into probabilistic aspects. So we resort to studying random models,
where we can inquire about the average properties of the systems. One may also notice the
similarity in spirit and time with the original paper on Bernoulli percolation by Broadbent and
Hammersley [BH57].

3. Inherently in the quantum system. The introduction of randomness into quantum
mechanics, as it is often taught (cf. the successful textbooks [SC95; GS18; NC02]), is slightly
different. It is well explained by considering a simple quantum walk (without disorder). In
the quantum walk, we model a particle that is spread out on the lattice, so that the particle
is sort of everywhere at the same time. However, the state of the system is not random.
But when we do a measurement, we will measure the quantum walk in a specific place with
probabilities determined by the state of the system (see e.g. [NC02, sec. 2.2.3]).

We have seen how probabilities arise in several different ways in this thesis. We caution
that this split-up may be somewhat artificial, as for example disorder in the system could also
be thought of as lack of knowledge of the system.

1.4. Conclusion of the Gentle Introduction

We have seen that the Ising model and Bernoulli percolation provide rough models of phase
transitions. The phase transition consisted of a clear demarcation between exponential decay
and absence of exponential decay. We defined the correlation length as the inverse rate of
exponential decay and saw that diverging correlation length was a hallmark of a phase tran-
sition. In the case of Bernoulli percolation in one dimension, we proved exponential decay
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and calculated the correlation length as a function of the parameter. Then we discussed the
separating surface condition which could encapsulate the locality of our systems of interest (in
our case the Ising model and Bernoulli percolation). We proved a separating surface condition
for Bernoulli percolation and in the case of two-dimensional Bernoulli percolation we showed
how it can be used to prove exponential decay (for p < 1

4). Finally, we discussed the origin of
randomness in the models studied in this thesis.
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2. Classical and Quantum Lattice
Models and Their Common Themes

In this chapter, we introduce the models that are the central objects of study in this thesis
and discuss their common themes. We do not aim at giving a review of any of the models,
but instead, we try to emphasize the similarities between the seemingly very different models.
Therefore, this section will be substantially less self-contained than the previous sections, and
we will refer the reader to some of the many excellent introductions to the topics: [Gri06;
DC19; FV17] for the Ising model and its graphical representations, [AW15; Sto11; Kir07] for
mathematical aspects of Anderson localization and [Man20] for open quantum systems. We
also refer the reader to these introductions for many of the historical references.

2.1. Introduction to the Models and Their Generalized
Correlation Functions

We start by introducing the models that are studied in this thesis. We already introduced
Bernoulli percolation Pp and the Ising model µβ and now we will also introduce its graphical
representations: The loop O(1) model ℓx, the random current model Pβ and the random
cluster model ϕp,q,h. We consider the random cluster model in a magnetic field h as well as its
marginal on internal edges ϕp,q,h |Zd . In Table 2.1 we also give an overview of these models.

Afterwards, we introduce the Anderson model Hλ and its Green function Gλ, as well as its
unitary analogue U and its Green function G and a quantum walk in a random magnetic field
W and its Green function. Finally, we introduce open quantum systems briefly and consider
the steady state of a local (disordered) open quantum system ρ∞
The choice of exactly these models may to some extent be arbitrary, however, this also

illustrates how general the overall ideas with locality and correlation lengths are.

Some examples of other models in this spirit that we do not discuss in this thesis are the
XY-model, the Heisenberg model, O(n) model, the clock model, self-avoiding walk, Gaussian
Free Field and ϕ4-theory. For more information on these models see for example [PS19; WP20;
Aiz82] and references therein.

All the models are defined on a graph G = (V,E) finite or infinite. We are interested either
in general graphs or we consider G to be a subgraph of an infinite graph G, where G is often
the hypercubic lattice Zd.

In the spirit of the Hammersley paradigm (see [AW15, Chap. 9] and [Ham57]) each of the
models have a generalized correlation function τ : G × G → R+ which in the case of the
percolation models is

τ(x, y) = P[x↔ y], (2.1)
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for the spin models

τ(x, y) = µ[σxσy] (2.2)

and for the random operators is derived from the Green function G

τ(x, y) = E[|G(x, y; z)|s]. (2.3)

Finally, in the case of steady states of open quantum systems, we always work in finite volume,
and we set

τ(x, y) = E[|ρ∞(x, y)|], (2.4)

for a steady state ρ∞.

2.1.1. Ising Model

Let us briefly summarize the introduction of the Ising model that we gave in Section 1.1.1 and
simultanously extend it to magnetic fields. The Ising model is a measure on the set of spin
configurations σ. To define the Ising model on the graph G = (V,E) we think of every vertex
v ∈ V having a spin σv which is either +1 or −1. That is the configuration space is {−1,+1}V .
The energy of a configuration σ ∈ {−1,+1}V for the Ising model in a magnetic field h ∈ R,

is given by

H(σ) = −
∑

e∈E
e=(x,y)

σxσy − h
∑

v∈V
σv. (2.5)

Notice that σx and σy always take values in +1 and −1 and therefore their product σxσy is 1
if they are pointing the same way and it is −1 if they are pointing opposite ways.

Now, we go from energies to probabilities of configurations through the Gibbs measure, which
assigns probabilities of configurations proportional to their Boltzmann factors e−βH(σ), where
β > 0 is a parameter corresponding to the (inverse) temperature. Thus, we define the Ising
probability measure µβ,h,G by

µβ,h,G[σ] =
e−βH(σ)

∑
σ′ e−βH(σ′)

. (2.6)

Before we continue, let us introduce the Griffith’s ghost vertex as it is central in both [Mass]
and [Kertész]. For any graphG = (V,E) we consider an extended graphGg = (V ∪{g}, E∪Eg)
where g is called the ghost vertex and Eg = ∪v∈V {(v, g)} are additional edges from any vertex
v in the graph to the ghost g. We will sometimes call the edges Eg external edges. If we decide
that σg = 1, that is the ghost is always spin up, then (2.5) reads,

H(σ) = −
∑

e∈E
e=(x,y)

σxσy − h
∑

v∈V
σvσg = −

∑

e∈E∪Eg

e=(x,y)

Jeσxσy. (2.7)

with Je = h if e is external and Je = 1 otherwise.
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2.1.2. Percolation Models

We saw that the Ising model is a probability measure {−1,+1}V . In contrast, Bernoulli
percolation considered configurations of open and closed edges. We define a function ω : E →
{0, 1} such that ω(e) = 1 if e is open and ω(e) = 0 if e is closed. Then, we can view ω as
an element of {0, 1}E . We will call Ω = {0, 1}E the set of percolation configurations. The
following recollection of terminology follows [UEG] closely.
There is a natural partial order ⪯ on Ω defined such that ω ⪯ ω′ if for all e ∈ E it holds that

ω(e) ≤ ω′(e). Further, we say that an event A ⊂ Ω is increasing if for all pairs ω, ω′ ∈ Ω it
holds that if ω ⪯ ω and ω ∈ A then ω′ ∈ A. For example, the event {x↔ y} ⊂ Ω is increasing,
since adding additional edges preserves connections
The notion of increasing events enables us to define a partial order on the probability mea-

sures on Ω (e.g. percolation measures). If ν1, ν2 are two percolation measures on Ω such that
ν1(A) ≤ ν2(A) for all increasing events A, then we say that ν1 is stochastically dominated by
ν2. Stochastic domination is also a partial order and we also denote it by ⪯.
Since stochastic domination and couplings play an important role in the papers [Mass],

[Kertész] we explain some preliminary details that are not explained in the papers. One
way to check stochastic domination is the existence of an increasing coupling: If X and Y
are random variables on a background probability space with probability measure P, X ⪯ Y
almost surely and X and Y are distributed like ν1 and ν2 respectively then ν1 ⪯ ν2. To see it,
note that

ν1[A] = P[X ∈ A] = P[X ∈ A, X ⪯ Y ] ≤ P[Y ∈ A] = ν2[A].
Interestingly, Strassen’s theorem [Str65] tells us that in high generality the converse holds: If
ν1 ⪯ ν2, then there exists an increasing coupling. Finally, from the point of view taken in this
thesis, the union of percolation measures is important and we define it as follows.

Definition 2.1.1 (Union of two percolation measures). For two percolation measures ν1 and
ν2 we denote the measure sampled by taking the union of two independently sampled copies of
ν1 and ν2 by ν1 ∪ ν2. More formally, if (X,Y ) ∼ ν1 ⊗ ν2 then we say that ν1 ∪ ν2 is the law of
X ∪ Y , where an edge e is open in X ∪ Y if it is open in either X or Y . Notice that ν1 ∪ ν2
stochastically dominates both ν1 and ν2.

Bernoulli percolation. For Bernoulli percolation Pp each edge e ∈ E is open with proba-
bility p ∈ [0, 1] independently. This means that the probability of a configuration ω is

Pp[ω] = po(ω)(1− p)c(ω).

Recall how we introduced Bernoulli percolation in more detail in Section 1.2. The simplest
example of stochastic domination is that if p > q then Pp ⪰ Pq. To see that, we for edge e let
Ue be independent Unif[0, 1] random variables. Define Xp(e) = 11[Ue > p]. Then Xp ∼ Pp and
Xp ⪰ Xq almost surely and so Pp ⪰ Pq.

The random cluster model. The random cluster measure on a finite graph G = (V,E)
with a distinguished ghost vertex g, parameters p ∈ (0, 1), q > 1, external field h > 0 and

parameter ph = 1− exp
(
− q

q−1h
)
, is the measure on {0, 1}Eg given by

ϕp,q,h,G[ω] =
1

Zp,q,h,G
po(ωin)(1− p)c(ωin)p

o(ωg)
h (1− ph)

o(ωg)qκ(ω), (2.8)
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where ωg is the restriction of ω to the set of edges adjacent to g, ωin is the restriction of ω to
the set of edges not adjacent to g, o(·) denotes the number of open edges and κ(ω) the number
of components of ω.

For integer q ≥ 2 the random cluster model is a graphical representation of the Potts model
in a magnetic field h. There, we have the Edwards-Sokal coupling [ES88], that we now explain
for the case of the Ising model q = 2 with magnetic field h = 0. For any configuration ω
sampled with respect to ϕp,q=2,h,G consider its connected components (also called clusters)
C1, C2, . . . . Then for each cluster, Cj we flip a fair coin. If it is heads, we give spin up (or +1)
to all vertices in Cj . If it is tails we give spins down (of -1) to all vertices. In that way we
construct a spin configuration σ ∈ {−1,+1}V . The theorem of Edwards and Sokal is then that
the configuration has the distribution of the Ising model σ ∼ µβ,G. From the Edwards-Sokal
coupling one can quite fast deduce the following relation: (see e.g. [DC19, Cor. 1.4] for the
details)

µq,h,β,G[σxσy] = ϕp,q,h,G[x↔ y]. (2.9)

We will not introduce the Potts model here, but only note that it is a spin model that generalizes
the Ising model, in such a way that for q = 2 it is the Ising model. For an introduction to the
Potts model, we refer the reader to the introduction of [Kertész]. Let us also note that in
[Kertész] we dive deep into the stochastic domination relations that arise upon varying p, q
and h.

2.1.3. Graphical Representations of the Ising Model.

We now introduce the graphical representations of the Ising model in the sense of percolation
models. We follow the introduction given in [MonCoup] which is rather non-standard, but this
will ease the presentation here and illuminate the way the graphical representations are used
throughout this thesis. In the introduction of [UEG] we give a more standard introduction
to the models that the interested reader can use to cross-reference. For an overview over the
models see Table 2.1.

Loop O(1) model and uniform even graph. An even subgraph of a finite graph G =
(V,E) as a subgraph (V, F ) such that F ⊂ E where every vertex has even degree. The set of
even subgraphs of a graph G is denoted Ω∅(G). Notice that (V, ∅) is always an even subgraph
and so the set Ω∅(G) is always non-empty. The loop O(1) model ℓx,G which to every η ∈ Ω
assigns the probability

ℓx[η] =
xo(η)

Z
11[η ∈ Ω∅(G)], (2.10)

with Z =
∑

η∈Ω∅(G) x
o(η). The loop O(1) model ℓx is related to the Ising model with parameter

β whenever x = tanh(β). In particular, the value β = ∞ (zero temperature) corresponds to
x = 1 and in that case, ℓx becomes the uniform even subgraph that we denote by UEG. The
uniform even subgraph plays a major role in the paper [UEG] where we exhibit it as a Haar
measure on the group of even graphs.
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Model Ising Bernoulli Random Cluster Random Current loop O(1)
Symbol µ P ϕ P ℓ

Parameter β p p β x
Type Spin Edge Edge (Multi)-Edge Edge

Weight e−βH(σ)
(

p
1−p

)o(ω)
2κ(ω)

(
p

1−p

)o(ω) ∏
e∈E

βn(e)

n(e)!
11∂n=∅ xo(η)11∂η=∅

Table 2.1.: Overview of the Ising model, its graphical representations and Bernoulli per-
colation. The parameters are related through x = tanh(β) and p = 1− e−2β.
Notice that in the weight for the random current we have taken the conven-
tional definition of the random current as a measure on multigraphs. For
details see the introduction in [UEG].

The FK-representation. Setting q = 2 and h = 0 for the random cluster model in (2.8)
is sometimes called the FK-representation (after [FK72]). It turns out that another way of
viewing this model is by defining

ϕx = ℓx ∪ Px, (2.11)

where ∪ is the union of independent copies of the model as defined in Definition 2.1.1. Through
the relation x = p

2−p one can recover the definition in (2.8) above ([MonCoup,Theorem 8]).

Random current model. We can define the (traced, sourceless) single random current at
inverse temperature β as

Px = ℓx ∪ P1−
√
1−x2 . (2.12)

The double random current model is particularly connected to the Ising model.

Double random current model. In a similar vein, we introduce the (sourceless, traced)
double random current model as follows:

P⊗2
x = Px ∪Px. (2.13)

The double random current is related directly to the Ising model by the relation

µβ,G[σxσy] = P⊗2
x [x↔ y]2, (2.14)

see [DC19, (4.6)] for details. Traditionally, the random current expansion is introduced as a
measure on multigraphs [GHS70; Aiz82] and the relation in (2.14) follows from that definition
of the random current using the switching lemma. For this point of view see the introductions
of [Mass] and [UEG].
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Figure 2.1.: Overview of the couplings between the graphical representations of the Ising
model. Each of the thick lines is either a union of the measure with Bernoulli
percolation (horizontal) or with an independent copy of itself (vertical). The
dashed lines indicate taking a uniform even subgraph.

lx Px ϕx

P⊗2
x

Boundary conditions. The models above were defined without introducing boundaries and
boundary conditions - a point of view that we call free boundary conditions. The random
cluster model and loop O(1) model with free boundary conditions are denoted ϕ0

G = ϕG and
ℓ0G = ℓG respectively. However, to use the locality of the graph boundary conditions are
essential. If a graph G = (V,E) has some boundary vertices ∂G, a boundary condition ξ is a
partition of the vertices ∂G, where vertices in the same element of the partition are identified
giving rise to a new graph. The random cluster model and loop O(1) model with boundary

conditions ξ are denoted ϕξ
G and ℓξG respectively.

2.1.4. Relations Between Graphical Representations.

The graphical representations of the Ising model are related in various ways. The papers [Mass]
and [UEG] rely heavily on these relations and one of the main results in [MonCoup] is an
extension of the relations. The following theorem from [UEG] summarizes the relations. See
the paper for details on parametrizations, but let us note that x = tanh(β) and p = 1− e−2β,
so when we write ℓ0β,G we mean ℓx with x = tanh(β). We have sketched the relations in Figure
2.1 which is also from [UEG].

Theorem 2.1.2 ([UEG, Theorem 2.5]). For any finite graph, G = (V,E), the graphical
representations of the Ising model are related in the following way.

• ℓ0β,G ∪ P1−cosh(β)−1,G = P∅
β,G.

• ℓ0β,G ∪ Ptanh(β),G = ϕ0
β,G.

• P⊗2
β,G[UEGω[·]] = ℓ0β,G[·] = ϕ0

β,G[UEGω[·]].

The result that we prove in [MonCoup] is P⊗2
β,G[UEGω[·]] = ℓ0β,G[·] and references to the

other results are [GJ09, Theorem 3.5], [LW16] [Lis22, Theorem 3.1], see also [DC19, Exercise
36] and the extension in [Aiz+19, Theorem 3.2].
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2.1.5. Anderson Model

Having introduced the Ising model and its graphical representations we now turn to the An-
derson model introduced by Anderson in [And58]. For the presentation, we follow [AW15].
The Anderson Hamiltonian H defined in (2.15) below is a self-adjoint bounded operator on

a (spin-less, single-particle) Hilbert space H = ℓ2(G) for some graph G = (V,E). The operator
H0 is typically local and the prototypical example is the discrete Laplacian H0 = −∆, defined
by

∆ =
∑

e∈E,e=(x,y)

|x⟩⟨y|+ |y⟩⟨x| −
∑

v∈V
deg(v) |v⟩⟨v| ,

where deg(v) is the degree of the vertex v. Here we also introduced Dirac notation where
|x⟩ denotes the standard basis vector ex of ℓ2(G) for a vertex x ∈ G and ⟨x| denotes the
corresponding dual vector.
The operator V is a random potential, that is, a diagonal operator that satisfies V |x⟩ =

V (x) |x⟩ for each position basis standard-vector |x⟩ for x ∈ V . The values V (x) are taken to
be i.i.d. random with some distribution that is almost surely bounded and has density with
respect to the Lebesgue measure.
Now, the Anderson Hamiltonian is then given by

H = H0 + λV, (2.15)

where λ > 0 is the strength of the disorder. That is, the random potential models disorder in
the system. The motivation for this point of view was introduced in Section 1.3.
The time evolution of a quantum particle starting at y at time t is given by e−itH |y⟩. Since

H is self-adjoint, e−itH is unitary and so the ℓ2-norm of e−itH |y⟩ is 1, which therefore allows
an interpretation as the spread of probability mass. The surprising statement of Anderson
localization is that (under suitable assumptions) the disordered system like the Anderson
model is localized. That means that even in the limit t → ∞ the probability mass does
not spread out. More formally, there exists constants A,µ > 0 such that for any R > 0

∑

y∈G:d(x,y)≥R

E
[
sup
t∈R

∣∣⟨x, e−itHy⟩
∣∣2
]
≤ Ae−µR. (2.16)

The first-time reader should think that this is very surprising. A first explanation is that the
statement is an effect of destructive interference of all the paths of the particles that escape
the box.
The multiscale method has played a central role in the rigorous study of localization starting

from Fröhlich and Spencer in [FS83]. In addition, Aizenman and Molchanov [AM93] invented
the fractional moment method that can be used to approach (2.16), for example in the case
of sufficiently large disorder λ > 0. In the papers [OpenLoc] and [MagQW], we rely heavily
on fractional moment method.
In the analysis of Anderson localization the Green function G(x, y; z) is fundamental. If

z ̸∈ σ(Hλ) then the Green function is defined as

G(x, y; z) = ⟨x, (H − z)−1y⟩.

Using the eigenfunction correlator (see [AW15, (7.6), (7.4)] upon taking expectations and using
that H is bounded), the Green function is related to dynamics since it holds for any s ∈ (0, 1)
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that there exists Cs > 0 such that

E
[
sup
t∈R

∣∣⟨x, e−itH y⟩
∣∣
]
≤ Cs sup

E∈R
lim inf
|η|↓0

E [|G(x, y;E + iη)|s] . (2.17)

Now, to obtain the localization result in (2.16) we set out to prove that for some s ∈ (0, 1)
there exist constants Cs, µs > 0 such that for every η > 0, E ∈ R and

E[|G(x, y;E + iη)|s] ≤ Cse
−µs|x−y|.

2.1.6. Unitary Anderson Model

More recently a unitary analogue of the Anderson model has been introduced [HJS09]. Since
it was important for the paper [MagQW] we introduce it here. We follow the lecture notes by
Stolz [Sto11], where we also refer to the reader for more information. The time-evolution of the
Anderson model e−itH is unitary since H is self-adjoint. The operator e−itH is in general not
local. In contrast, the unitary Anderson model U is a local operator defined by U(ω) = D(ω)S,
where S is a band matrix (in other words ⟨x, Sy⟩ = 0 whenever |x− y| > r for some fixed
number r > 0) and D(ω) is a diagonal unitary operator with eiθk as the (k, k) matrix element.
In the foundational paper on the unitary Anderson model [HJS09] the case where {θk}k∈Zd are
i.i.d. with bounded density with respect to the Lebesgue measure is considered.
It turns out that this model also exhibits localization. Analogously to (2.16), the system is

dynamically localized if there exists constants A,µ > 0 such that for any R > 0

∑

y∈G:d(x,y)≥R

E
[
sup
n∈N
|⟨x, Uny⟩|2

]
≤ Ae−µR.

In some sense, if the self-adjoint model is a continuous time random walk then the unitary
case is analogous to a discrete-time random walk.
There is no simple relation between the unitary and self-adjoint Anderson models, but the

philosophy of the proofs is oftentimes the same:
The unitary Anderson model can be thought of as a quantum walk. Taking a step with the

quantum walk corresponds to acting with the unitary matrix U . In this sense, n steps of the
walk are obtained by

Un |0⟩ = D(ω)SD(ω)S . . .D(ω)S |0⟩ .
We see that in every step the walk evolves with S and then gets a random phase with D(ω).

2.1.7. Quantum Walk in a Magnetic Field

In the spirit of the unitary Anderson model, in [MagQW] we introduce a quantum walk on Z2

in a magnetic field (see Section 3.5 for details). In this setup, the particle has an internal degree
of freedom corresponding to particle spin. The model is still of the form W = D(ω)S, where
D(ω) is a random diagonal matrix and S is banded. However, instead of having the randomness
directly in the phases, we imagine the walk taking place in a disordered magnetic field with i.i.d.
fluxes through each plaquette in Z2 (where the distribution has bounded density with respect
to the Lebesgue measure). The diagonal entries of D(ω) are therefore no longer independent.
Nevertheless, it turns out that the analysis of [HJS09] and [Joy12] can be amended to prove
exponential decay of (the expectation of fractional moments of) the Green function.
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2.1.8. Coherences in the Steady State of an Open Quantum System

The time evolution of a state ρ in an open quantum system governed by the Lindblad master
equation is given by

dρ

dt
= L(ρ) = −i[H, ρ] +G

∑

k

LkρL
∗
k −

1

2
(L∗

kLkρ+ ρL∗
kLk). (2.18)

Here H is the Hamiltonian of the system, Lk are the so-called Lindblad operators and G > 0 is
a constant modelling the strength of dissipation. The generator L generates a completely posi-
tive, trace preserving (CPTP) map etL [Lin76; GKS76] which corresponds to the time-evolution
of density matrices of quantum systems. In finite dimensions, it follows from Brouwers fixed
point theorem (see [BN08] for a proof) that there always exists a steady state ρ∞, although it
is not necessarily unique.
We are interested in (spin-less) single-particle systems on a lattice Zd. Thus, the correspond-

ing Hilbert space is H = ℓ2(Zd), and since the system we are interested in is local we have a
distinguished position basis that we denote |x⟩ = ex for x ∈ Zd. In the position basis, which is
central to our setup both in [Spec] and [OpenLoc], we consider the cases where Lk are local
operators and H =

∑
i hi is a sum of local terms hi.

The time evolution of an initial state ρ0 is given by etL(ρ0) and we are particularly concerned
with the Abel average of the time evolution that is defined by

ρε = ε

∫ ∞

0
e−tε etLΛ(ρ0)dt = −ε(LΛ − ε)−1(ρ0). (2.19)

It has an interpretation as the time evolution up to times 1
ε .

Steady states ρ∞, that do not change under the evolution, satisfy the equation L(ρ∞) = 0
and if the steady state is unique then ρε → ρ∞ as ε → 0 for all initial states ρ0. We are
particularly interested in the matrix elements ρ∞(x, y) of the steady state. In [OpenLoc] we
prove (under suitable assumptions) that there exists C, µ > 0 such that

|ρ∞(x, y)| ≤ Ce−µ|x−y|.

The off-diagonal matrix elements of the density matrix are often called the coherences of the
system. Thus, the indicates exponential decay of coherences, a phenomenon that we will
call exponential decoherence. Another way of phrasing it is that it proves that macroscopic
superpositions in the position basis do not exist, which is an expression of classicality.

2.2. Common Themes: The Hammersley Paradigm

The purpose of the chapter is to introduce some intuition about some of the common techniques
that will appear throughout this thesis.
Bernoulli percolation and the Ising model that we already discussed in the gentle intro serve

as the guide for our intuition. The two-point functions tell us something about the locality
and correlations of the system: How can one transfer knowledge from one part of the system
to other parts of the system (e.g. in the case of the Ising model, if a spin is up, what does it
tell about the probability that a spin is up very far away). This is captured in the notion of
the correlation length.
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2.2.1. Correlation Length

In all of these models, we explained the definition of the two-point functions τ above (cf.
(2.1)- (2.4)). Suppose that τ has exponential decay. We define the correlation length by

ξ−1 = lim sup
|x−y|→∞

− log(τ(x, y))

|x− y| . (2.20)

With the techniques that we have at our disposal, we often only prove bounds of the form
τ(x, y) ≤ Ce−µ|x−y| leading to an upper bound on the correlation length. An exception is in
[Mass] we also have a matching lower bound (proven in [CJN20], with a more probabilistic
proof in [CJ20]).

For the Anderson-type systems, the (inverse) rate of exponential decay of the Green function,
which we call correlation length usually goes under the name of localization length. Now,
following the discussion in Section 2.1.5, this means that the rate of exponential decay of the
Green function corresponds to the localization length, which is the size of the approximative
region where the particle will stay forever (cf. (2.16)). In the one-dimensional case, this is
sometimes known as the Lyapunov exponent (cf. [AW15, Chap. 12]).

In [HJS09] it was proven how this picture carries over to the case of the unitary Anderson
model. In [MagQW]we embark on this scheme and prove exponential decay of the Green
function. However, we do not have a relation between the Green function and the eigenfunction
correlator, so we cannot deduce any dynamical consequences. Efforts have been spent pursuing
such a relation, for example, by generalizing the approach in [HJS09], however, this relation
has not been obtained.

Finally, for steady states of open quantum systems, instead of correlation length, we will call
the quantity ξ defined in (2.20) the coherence length. Tt sets the length scale of coherences
in the steady state ρ∞.

2.2.2. Local Mechanism

In our models of interest, the correlations of the system can often be investigated using a local
mechanism of the system. The local mechanism is captured in the following Domain Markov
Property (DMP) for the random cluster model. An analogous property holds for the Ising
model µβ,G (cf. [FV17, (3.26)]).

Proposition 2.2.1 (Domain Markov Property, cf. Theorem 1.6 in [DC19]). If G1 = (V1, E1) ⊆
G2 = (V2, E2) are two finite graphs ω1 := ω|E1 and ω2 := ω |E2\E1

then for any boundary
condition ξ and any event A depending on edges in G1, it holds that

ϕξ
β,G2

[ω1 ∈ A| ω2] = ϕ
ξω2
β,G1

[A]

where v and w belong to the same element of ξω2 if and only if they are connected by a path
(that might have length 0) in ((V2 \ V1), Eω2)/ ∼ξ.

The content of the Domain Markov Property is that two regions can only influence each other
through their boundaries. For the random current model and loop O(1) model, the situation
is more complicated and here we do have a similar property, but it involves source constraints
which means that complicate the picture. We discuss this in detail in [UEG, Remark 2.11].
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Another instance of the local mechanism is the backbone exploration. If for the random
current model and loop O(1) model we have two sources x and y, that is, vertices that have
fixed odd degrees then we know that there is necessarily a path between x and y. For random
current one must use the non-traced multigraph. The backbone exploration is an algorithmic
way of exploring the path. The algorithm, that is essential in [Mass], is a way to keep track
of the source constraints when exploring through the local mechanism.
A third instance of the local mechanism valid for the loop O(1) model and one of the main

inventions in [UEG] is that for x > xc what happens outside some ’safety distance’ does not
affect the configuration much.

Theorem 2.2.2 ([UEG, Theorem 1.3]). For x > xc, there exists c > 0 such that for any event
A which only depends on edges in Λn, we have

|ℓξx,Λk
[A]− ℓx,Zd [A]| ≤ exp(−cn) (2.21)

for any boundary condition ξ and any k ≥ 4n. In particular, for x > xc and any sequence ξk
of boundary conditions, limk→∞ ℓξkx,Λk

= ℓx,Zd in the sense of weak convergence of probability
measures.

For the self-adjoint and unitary Anderson models, there are no direct analogues of the local
mechanisms above. However, one can sometimes use finite range of the operators to transfer
bounds on the (expectations of fractional moments of the) Green function in one volume to
another (see [AW15, Chap. 11]). Furthermore, for the case of quantum walks, we employ a
trick (see Lemma 3.1 in [MagQW]) where we in the boundary of a box interchange the local
unitaries with unitaries corresponding to a fully localized walk. This then decouples (up to
the Aharonov-Bohm effect) the Green function inside and outside the box. Common to these
tricks is that they extensively use the resolvent equation (see (2.23) below).
For random open quantum systems, there is also a local mechanism at play. We use the finite

range of the non-hermitian evolution as the deciding locality property. The local mechanism
allows us to establish the separating surface condition, which is in some sense the core of the
common themes of the papers of this thesis.

2.2.3. Separating Surface Condition

We already saw the example of a separating surface condition for Bernoulli percolation in
Section 1.2.5. The reason for discussing this example already in the gentle introduction is that
we use similar principles throughout this thesis. Let us give a more proper definition of what
it means that our two-point function τ satisfies a separating surface condition. This is the
essence of the Hammersley stratagem from [AW15, Chapter 9]. In the following, S is a region
that contains x, but not y. A separating surface condition for τ is a bound of the form

τ [x, y] ≤
∑

u∈∂S,v ̸∈S
K(u, v)τS [x, u]τ [v, y]. (2.22)

for all such vertices x, y. Here K(u, v) ≥ 0 is non-negative and τS is the value of the correlation
function in S.
For the Ising model and the FK-representation, the separating surface condition has the

name of the Simon-Lieb inequality after [Sim80; Lie04]. For a nice proof using (auxiliary)
random currents see [Wil20].
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Separating surface condition for Anderson type models. For the (self-adjoint) An-
derson model, the separating surface condition follows from the geometric resolvent equations
[AW15, (11.12)] which we follow here. The approach was developed in [Aiz+01]. The ap-
proach turns out to be slightly more complicated than for the random cluster model and
therefore, we need to introduce the one-step fattening S+ of a set S ⊂ Zd, which we define as
S+ = {x ∈ Zd | dist(x, S) ≤ 1}. Let further ∂S+ = S+\S. This notion also turns out to be
important in [MagQW].

Here, we consider finite volume bounds and therefore, we also consider the Green function
in finite volume Λ which we denote by GΛ = (H − z)−1 for some z ∈ C\R. We assume that
H = T + λV where V is onsite, λ > 0 is a constant, and T has range 1. That is, T (x, y) = 0
whenever |x− y| ≥ 2. We then split T = T∂ + T0 where T∂ is supported on edges going from
S to ∂S+.

The resolvent equation is the following relation

(A− z)−1 − (B − z)−1 = (A− z)−1(B −A)(B − z)−1, (2.23)

that holds whenever A,B are bounded operators and z ̸∈ σ(A) ∪ σ(B).

Using the resolvent equation twice (cf. [AW15, (11.10)]), we get that

GΛ(x, y; z) =
∑

(u,u′)∈∂S
(v,v′)∈∂S+

GS(x, u; z)T (u, u
′)GΛ(u

′, v′; z)T (v′, v)GΛ\S+(v, y; z).

One can interpret this as first walking inside W from x to u with the smaller resolvent, then
from u′ to v′ with the full resolvent and finally from v to y outside of W again with a smaller
resolvent.

Generally, the strategy is then to take fractional moments and expectations to obtain

E[|GΛ(x, y; z)|s] ≤
∑

(u,u′)∈∂S
(v,v′)∈∂S+

E
[
|GS(x, u; z)|s

∣∣GΛ(u
′, v′; z)

∣∣s∣∣GΛ\S+(v, y; z)
∣∣s]

and then find an excuse to get rid of the middle factor. This is usually done using a priori and
decoupling estimates in some form (see the use of Corollary 8.4 in (11.15) in [AW15]). In the
case of the unitary Anderson model and the proof of localization [HJS09] the same geometric
resolvent equations were used and the approach thus fits into the Hammersley paradigm. Then
the remaining Green functions are now Green functions only in S and only in Λ\S+. Therefore,
they are often independent (though in [MagQW] due to the Aharonov-Bohm effect, predicted
in [AB59], they are not independent) and in the best of all worlds, we would obtain that

E[|GΛ(x, y; z)|s] ≤ C
∑

(u,u′)∈∂S
E [|GS(x, u; z)|s]

∑

(v,v′)∈∂S+

E
[∣∣GΛ\S+(v, y; z)

∣∣s] .

This is reminiscent of (2.22) and we could use it as a starting point for an iterative proof of
exponential decay.

Steady states of open quantum systems. For the steady state of the open quantum
systems we can also use a geometric resolvent equation to obtain exponential decay. For the
Lindbladian LΛ that we study, we consider it as a sum of two Lindbladians LΛ = L0Λ + L∂Λ
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where L∂Λ consists of all the terms that connect two given points x and y (see [OpenLoc] for
details). Using the resolvent equation (2.23) then yields

(LΛ − ε)−1 = (L0Λ − ε)−1 + (L0Λ − ε)−1 L∂Λ(LΛ − ε)−1.

Thus, by the definition of the Abel average from (2.19) we get that

ρε = −ε(L − ε)−1(ρ0) = −ε(L0Λ − ε)−1(ρ0) + (L0Λ − ε)−1 L∂Λ
(
(−ε)(LΛ − ε)−1(ρ0)

)

= ρ0ε + (L0Λ − ε)−1 (L∂Λ(ρε)),

where ρ0ε is the Abel average corresponding to the evolution L0Λ. Now, it turns out that the
term ρ0ε(x, y) vanishes as ε→ 0 and therefore we can collect exponential decay by analyzing the
term (L0Λ−ε)−1 (L∂Λ(ρε)) using the details of the decomposition LΛ = L0Λ+L∂Λ (see [OpenLoc]
for details).

2.2.4. From Separating Surface Conditions to Finite Size Criteria

An approach for obtaining an iterative proof of exponential decay is finding a finite size
criterion. This is a statement checkable in finite volume that provides information about the
infinite volume system. For example, we use a finite size criterion in Theorem 1.4 of [Kertész].
As shown in [AW15, Theorem 9.3], we may abstractly convert a separating surface condition
on τ to a finite size criterion. Here, we generalize the iteration from the gentle introduction
substantially, but further generalizations exist see [AW15, Theorem 9.3].

Proposition 2.2.3 (Simplified finite volume criterion). Suppose that τ is uniformly bounded
and translation invariant. Suppose (2.22) holds, that is for every finite set S ⊂ Zd, vertices
x ∈ S and y ̸∈ S then

τ [x, y] ≤
∑

u∈∂S,v ̸∈S
K(u, v)τS [x, u]τ [v, y]. (2.24)

Assume in addition that K satisfies K(u, v) ≤ K and K(u, v) = 0 whenever u ̸∼ v. If for some
S ⊂ Zd, we have

b(S) =
∑

u∈∂S
2dKτS(x, u) < 1, (2.25)

then there exists a C, ξ > 0 such that for all x, y ∈ Zd it holds that

τ [x, y] ≤ Ce
− |x−y|

ξ . (2.26)

Proof. Consider the S that satisfies (2.25) and let ∂S+ be the set of all vertices outside S that
have an edge to a vertex in ∂S. Then,

τ [x, y] ≤
∑

u∈∂S,v∼u

K(u, v)τS [x, u]τ [v, y] ≤
(∑

u∈∂S
2dKτS(x, u)

)
sup

v∈∂S+

τ [v, y].

Let |S| = diam(S) + 1. Then, if v ∈ ∂S+ and x ∈ S, it holds that |v − y| ≥ |x− y| − |S|.
Fixing y and letting f(n) = supx:|x−y|≥n τ [x↔ y] yields

f(n) = sup
x:|x−y|≥n

τ [x↔ y] ≤ b(S) sup
x:|x−y|≥n

sup
v∈∂S+

τ [v, y] ≤ b(S)f(n− |S|).
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Using the uniform bound τ [a, b] ≤ T and translation invariance we can iterate to obtain.

τ [x↔ y] ≤ f(|x− y|) ≤ Tb(S)

⌊
|x−y|
|S|

⌋
.

By (2.25) this inequality finishes the proof.

Similar reasoning as above was used in a new proof [DCT16] of sharpness of the Bernoulli
and Ising phase transitions that was first proven by [ABF87; AB87]. The proof uses the finite
volume and Lieb-Simon-type arguments extensively. For random currents in themselves, we
do not know whether the phase transition is sharp, and it would be interesting if a finite size
criterion could be used to prove sharpness of random currents on Zd. Proving that would settle
some of our main conjectures that we work towards in [UEG].
The general point is that finite volume properties of the system can illuminate infinite systems

and thereby provide information about phase transitions.

2.3. Concrete Strategies for Proving Exponential Decay

From one point of view of this thesis, there are two ways to prove exponential decay:

(relate) Relate the model to another model where exponential decay is known.

(iterate) Find an iteration (typically using the locality of the system, for example in the form
of a separating surface condition).

In the papers of this thesis, we use both approaches.

(a) In [Mass], we prove exponential decay, by finding an iteration that uses the backbone
exploration of the random current representation of the Ising model and whether it
hits the ghost. Using a Domain Markov Property for random currents we can explore
the backbone step by step. In each step, there is a probability that the backbone will
be connected to the ghost vertex and by combining a conditioning argument with the
Markov property, we can iterate to get exponential decay.

(b) In [UEG], we prove the absence of exponential decay using the coupling that relates
the loop O(1) model to the random cluster model. This motivates the coupling that we
prove for the double random current in [MonCoup]. The idea is that a wrap-around
of the torus exists for the supercritical random cluster measure. That is a path that,
informally speaking, goes all the way around the torus. Then, whenever we take a
uniform even subgraph of the random cluster model, a wrap-around will still exist with
probability 1

2 . The existence of such a wrap-around is not consistent with exponential
decay on the torus. To transfer from the torus to Zd we prove an exponential mixing
result Theorem 2.2.2 that relates the periodic boundary conditions to the measure ℓx,Zd .

(c) In [Kertész], we relate the Kertész percolation problem to random cluster percolation
problem in Zd without a magnetic field using stochastic domination. The bounds then
restrict the regions where exponential decay can exist. We also show the existence of a
finite size criterion, which gives us a lower bound on the Kertész line.
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(d) In [MagQW], we tailor-suit the scheme from [HJS09; Joy12] using a geometric resolvent
equation for finding an iteration to prove exponential decay of the Green function to the
setting of quantum walks in random magnetic fields.

(e) In [OpenLoc], we use the geometric resolvent approach for steady-state localization
to prove exponential decay by iteration. The resolvent equation, which has a physical
interpretation as a relation between Abel averages, allows us to do a split-up into terms
connecting two given points x and y and an evolution where the two points are separated.
It turns out that the separate evolution is governed by the non-hermitian evolution and
not the quantum jump terms. Using an iteration for the non-hermitian evolution gives
us the exponential decay.

2.4. Conclusion of the Introduction

We have provided a brief introduction to the models studied in this thesis and (some of) their
relations. We studied the correlations of the model and saw how many of the models studied
have some notion of locality.
Furthermore, they satisfy a separating surface condition. By iterating the separating surface

condition, we can, under some conditions, abstractly prove exponential decay of correlations,
for example using a finite size criterion. Proving exponential decay determines the phase (that
is, either subcritical or localized). If the model is exponentially decaying, we can define the
correlation length, known as the localization length or coherence length in some of the concrete
contexts.
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3. Summaries of Papers

In this chapter we provide introductions to the papers included in this thesis.

3.1. [Mass] Mass scaling of the near-critical 2D Ising
model using random currents

The paper [Mass] is co-authored with Aran Raoufi and it builds very heavily on work done
during my master’s thesis at ETH Zürich [Kla19]. However, the write-up and revisions of the
paper and one of its central ideas (exploring the random current backbone always turning first)
were done as a part of this PhD thesis. The following introduction builds on the introduction
of [Mass] but is substantially different and dives more into the technicalities of the proof. For
an online talk explaining the result and the proof see [KR21].

Context. The paper concerns the two-dimensional Ising model in a magnetic field h exactly
at the critical temperature βc. We denote the corresponding correlation functions by ⟨·⟩βc,h.

More precisely, the paper studies the near-critical regime, which is a way of rescaling the
magnetic field and the lattice simultaneously so that one can obtain a continuum limit. Fur-
thermore, a bound in the near-critical regime allows one to obtain a bound on the corresponding
continuum field. However, since we can state the main result without mentioning the near-
critical regime we do that for clarity. In the introduction of [Mass], rescaling in the near-critical
regime is introduced.

The contribution of the paper is to provide a new proof of the following inequality:

Theorem 3.1.1 ([Mass, Theorem 1.2]). There exists B0, C0 ∈ (0,∞) such that for any
0 < h < 1 and for all vertices x, y ∈ Z2 then

⟨σyσx⟩βc,h − ⟨σy⟩βc,h⟨σx⟩βc,h ≤ C0|x− y|− 1
4 e−B0h

8
15 |x−y|.

The inequality was previously proven by Camia, Jiang and Newmann in [CJN20], using
different methods that include the use of the conformal loop ensemble.

In [CJN20] a converse inequality is also proved using reflection positivity. A more probabilis-
tic proof of the lower bound was given in [CJ20]. We note that this shows that the correlation
length is finite, the mass gap exists and that the critical exponent of the correlation length
equals 8

15 . Further, as it is explained in the introduction of the paper, the exponential decay
proven in Theorem 1.1 directly translates into the scaling limit.

Methods. The proof of Theorem 3.1.1 uses the random current representation of the Ising
model. More specifically, it uses the random current representation with a ghost vertex g, that
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we can use to express the truncated correlations ⟨σ0;σx⟩βc,h = ⟨σ0σx⟩βc,h − ⟨σ0⟩βc,h⟨σx⟩βc,h in
terms of the random current representation by

⟨σ0;σx⟩βc,h = ⟨σ0σx⟩βc,h · P̂
{0,x}
βc,h

⊗ P̂∅
βc,h

[0 ̸↔ g] ≤ P̂
{0,x}
βc,h

[0 ̸↔ g], (3.1)

where the equality is obtained using the switching lemma and the inequality comes from
stochastic domination.
Now, to study P

{0,x}
βc,h

[0 ̸↔ g] we know in P
{0,x}
βc,h

that 0 is always connected to x since these are
the two only vertices with odd degree. The connection is potentially using the ghost and our
job is to prove that the probability that happens is high. The way we do that is to partially
explore the backbone of the random current 0 to x. The backbone exploration is a way to
explore the path from 0 to x. If the explored backbone goes through the ghost g then we know
that 0↔ g in the random current.
To proceed, we divide the iteration into steps and we prove that in every step, no matter

how the previous steps looked like, there is a positive probability that the backbone hits the

ghost in the next step. Iterating yields the exponential decay of P
{0,x}
βc,h

[0 ̸↔ g] and hence of
the truncated correlation function through (3.1).
The partial exploration is obtained using a Markov property for the random current in

Theorem 2.4 and then the iteration is obtained in Proposition 3.2.
The exact details of the iteration are one of the main complications of the paper and it is

also here that the idea of exploring the backbone in the mode of “trying to turn first” becomes
important because trying to turn first means that no path can “cross” the explored edges. The
details are given in the paper. It was noted by Vincent Tassion in [KR21] that the idea of this
exploration extends to all planar graphs making the result here potentially more general than
the original result proven in [CJN20].
To obtain that there is a positive probability in each step to hit the ghost we use a stochastic

domination result [Aiz+19, Theorem 3.2] that relates the random current with sources P
{0,x}
βc,h

[·]
to the random cluster model ϕβc,h[· | 0↔ x].
It turns out that we are left with something that resembles the following question closely.

Question 3.1.2. Suppose that E is a set of edges in the left half of Λn. Let L be the left
boundary and R be the right boundary of Λn. Does there exist a constant C > 0 such that for
every n and any boundary condition ξ on ∂Λn it holds that

ϕξ
Λn\E [0↔ R] ≥ Cϕξ

Λn\E [0↔ L]?

With the local mechanism in mind, the statement is intuitive, but the author is not aware
of any proof.
Finding a short proof of Question 3.1.2 would significantly shorten the complications that

one would have to go through to obtain the Theorem 3.1.1.
The reason is that as soon as we can connect to some “free space” that is some parts where

we did not yet explore anything, then it is not so complicated to prove that a region in free
space has a positive probability to connect to the ghost. This result we also prove after a long
detour using a recent near critical RSW-result [DCM22] and [CJN20, Lemma 2.4]. Underlying
the approach is a repeated application of the usual critical RSW result [DCHN11].
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3.2. [MonCoup] On monotonicity and couplings of
random currents and the loop-O(1)-model

The paper [MonCoup] is a single-author paper and it builds to some extent on work done in
my master’s thesis at ETH Zürich [Kla19] supervised by Aran Raoufi. Roughly speaking, the
paper consists of two parts. The first part consists of various counterexamples to monotonicity
of the loop O(1) model and the random current representations, which I to some extent figured
out during my master’s thesis. The second part is a new coupling that states that sampling
a uniform even subgraph as a subgraph of the double random current has the law of the loop
O(1) model. The statement and the proof I figured out during my PhD.

Context. The paper considers graphical representations of the Ising model, namely the loop
O(1) model and the random current representations (see Section 2.1.3). In contrast to the
most standard graphical representation, the random cluster model, the loop O(1) model and
the random current representations are not monotone. However, the double random current
model does display some monotonicity, namely monotonicity of events of the type {a ↔ b}.
It is still unclear, whether monotonicity holds in larger generality for the double current. In
[GMM18] it was conjectured that ℓx is monotonic on even graphs (that is graphs where all
vertices have even degrees). In this paper, we find a counter-example to monotonicity of both
ℓ and P also for events of the form {a↔ b}. We can state it as follows:

Theorem 3.2.1 ([MonCoup, Sec. 2.2]). There exists an even graph G with vertices a and b
such that the function x 7→ ℓx,G[a↔ b] is not monotone.

In general, the total number of open edges of ℓx is monotone in x. Therefore, the monotonicity
is a bit subtle. The example uses the existence of big loops that lead nowhere (see Figure 1
of the paper). The second main result of the paper is the new coupling between the double
random current and the loop O(1) model.

Theorem 3.2.2 ([MonCoup, Theorem 4]). The law of the uniform even subgraph of the
double random current measure P⊗2

β has the law of the loop O(1) model ℓx.

It mimics a coupling from [GJ09] that shows the corresponding result is true also for the
random cluster measure.

Methods. For the monotonicity result the main method is the explicit evaluation of poly-
nomials. From one point of view, one of the contributions of the paper is highlighting how, for
small graphs, probabilities of events of the type {a↔ b} can be calculated using polynomials.
For the coupling, the proof uses a result of Lis [Lis17, Theorem 3.2] that relates the double

random current to the number of even subgraphs of a graph. It remains to find a good use case
for the coupling. The only thing we prove is that the density of cyclic edges (that is edges that
are parts of cycles) is the same for the random cluster model and the double random current.
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3.3. [Kertész] Strict monotonicity, continuity and
bounds on the Kertész line for the random-cluster
model on Zd

The paper [Kertész] is joint work with Ulrik Thinggaard Hansen. While the problem is
inspired by the work of my master’s thesis which studied the Ising model in a magnetic field
and how the corresponding random cluster model behaves, the present work was carried out
during my PhD. The following introduction builds heavily on the introduction in [Kertész].

Context. As we saw in (2.9) the random cluster model is a graphical representation of the
Ising model,

µβ,h,G[σxσy] = ϕp,h,G[x↔ y]. (3.2)

which as explained generalizes to the Potts model. In the random cluster picture, the magnetic
field is implemented by adding a ghost vertex g, which is connected to all other vertices in
the graph. Thereby we obtain the graph Gg as explained in Section 2.1.1. Now, two vertices
x, y ∈ V can be connected using the ghost if there is a path of edges in E∪Eg from x to y. But
we could also consider whether they are connected without using the ghost, that is, if there is a
path of edges in E from x to y. Whereas the thermodynamic phase transition coincides with a
percolative phase transition with the ghost vertex included, instead the Kertész line separates
two regions according to whether or not there is percolation without using the ghost vertex.
Therefore, the Kertész line transition does not necessarily correspond to a thermodynamic
phase transition (i.e. a point where the free energy is not analytic).
Whenever we fix two of the three parameters p, q, h and vary the last, the model exhibits

a (possibly trivial) percolation phase transition (without using the ghost) at points which we
denote pc(q, h), qc(p, h) and hc(p, q) respectively.
Before continuing with the results of the paper we note what can be proven by stochastic

domination in a straigtforward manner. Let us for clarity consider q ∈ (1,∞) fixed (although
one of the main tricks in the paper is to vary q). In that case, the Kertész line is a line in the
(p, h)-plane and the random cluster measure ϕp,q,h is increasing in both p and h. We know
that for h → ∞ the internal marginal measures ϕp,q,h|Zd converge to Pp,Zd , that is Bernoulli
percolation with parameter p. So we obtain a stochastic domination ϕp,q,h|Zd ⪯ Pp,Zd for
all h ∈ [0,∞). Thus, if Pp,Zd then ϕp,q,h|Zd never percolates. Thus, hc(p, q) = ∞ whenever
p < pc(PZd). On the other hand, ϕp,q,Zd = ϕp,q,h=0|Zd ⪯ ϕp,q,h|Zd . That means that if ϕp,q,Zd

percolates then hc(p, q) = 0. That is the Kertész line is only non-trivial between the random
cluster phase transition at h = 0 and the pc for Bernoulli percolation, so this is the region
where we focus our attention (see for example Figure 3 of the paper for an illustration).

Results. In the paper, we provide a unifying account of the problems on the Kertész line.
The techniques are mostly inspired by techniques developed to study Bernoulli percolation.
Strict monotonicity and continuity: First, we use the techniques of [Gri95], which

again build on the techniques from [AG91], to prove in the relevant regions the six maps of the
form q 7→ pc(q, h) are strictly monotone. This strict monotonicity implies that the Kertész line
h 7→ pc(q, h) is continuous. This proves in particular that hc(p) > 0 for all p ∈ (pc(1, 0), pc(q, 0))
as was conjectured in [CJN18, Remark 4].
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Upper and lower bounds: Second, we prove upper and lower bounds on the Kertész line
complementing the bound given by Ruiz and Wouts in [RW08]. For simplicity, we state them
in the simpler case of the Ising model q = 2 in dimension d = 2 the upper is given as

hc(p) ≤ arctanh

(√
2(1− p)2

p2
− 1

)
.

The technique that we use to prove the upper bound is stochastic domination. The tech-
nical workhorse is a condition on p, q and h that allows us to know when ϕp1,q1,h1 stochastically
dominates ϕp2,q2,h2 . When we then use our knowledge of the phase transition for h = 0 the
results can be used to infer stochastic domination.
For the lower bound, we prove the following finite volume criterion. Here µ = (2d+1)2d+1

(2d)2d
.

Theorem 3.3.1 ([Kertész, Theorem 1.4]). Suppose that p < pc(q, 0) and that δ = µ−4d and
let k be the smallest natural number satisfying

ϕ1
p,q,0,Λ3k

[Λk ↔ ∂Λ3k] <
δ

2
.

Then, there is no percolation at (p, h) for

ph < 1−
(
1− δ

2

)1/|Λ3k|
.

The theorem allows us to establish an, in principle explicit, lower bound on the Kertész
line. Finally, we use a more standard cluster expansion for the Potts model to give bounds
on when the pressure is analytic, that is the absence of a thermodynamic phase transition
even in the presence of a magnetic field. One interesting observation about our bounds around
h = 0 is that the upper bound has a vertical asymptote and the lower bound has a horizontal
asymptote. An open problem for future research is the determination of the asymptote. In
that regard, we conjecture the following

Conjecture 3.3.2 ([Kertész, Conjecture 4.7]). In the limit p→ pc it holds for some constant
c > 0 that

hc(p) ∼ c(p− pc)
15
8 .
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3.4. [UEG] The Uniform Even Subgraph and Its
Connection to Phase Transitions of Graphical
Representations of the Ising Model

The paper [UEG] is joint work with Ulrik Thinggaard Hansen and Boris Kjær. It is also a
part of the master’s thesis by Boris [Kjæ23] which I co-supervised.

Context. The paper is concerned with the percolative properties of two graphical rep-
resentations of the Ising model. In particular, it is inspired from [DC16, Question 1] where
Duminil-Copin asked whether the single random current has a phase transition at the same
point as the random-cluster model on Zd.
For d = 2 it follows rather easily from the result of [GMM18] using the coupling between the

loop O(1) model and the random current model, since for d = 2 it turns out that already the
loop O(1) model percolates. This motivates the investigation of how the percolative properties
of both the loop O(1) model and random current model for d ≥ 3. Aran Raoufi asked whether
the uniform even subgraph of Zd percolates as a toy problem towards [DC16, Question 1]. This
is a toy problem because the uniform even subgraph corresponds to the loop O(1) model for
x = 1.

Results. The first result of the [UEG] is to prove that it is indeed the case.

Theorem 3.4.1 ([UEG, Theorem 1.1]). For d ≥ 2 the uniform even subgraph of Zd percolates

UEGZd [0↔∞] > 0.

We can even strengthen the result to prove that the percolative phase transition of ℓx is
non-trivial.

Theorem 3.4.2 ([UEG, Theorem 1.2]). Let d ≥ 2. Then there exists an x0 < 1 such that for
all x ∈ (x0, 1] then

ℓx,Zd [0↔∞] > 0.

From increasing coupling between the loop O(1) model and the random cluster model we
know that connection probabilities decay exponentially for x < xc where xc = tanh(βc). Thus,
we are left with the question of determining whether ℓx,Zd percolates for x ∈ [xc, x0]. The main
theorem of the paper [UEG] partially answers that question.

Theorem 3.4.3 ([UEG, Theorem 1.5]). Let d ≥ 2 and x > xc, then there exists a C > 0 such

that for every k and every N ≥ 3k and any boundary condition ξ, ℓξx,ΛN
[0 ↔ ∂Λk] ≥ C

k . It
follows that ℓx,Zd [|C0|] =∞.

It follows that the same is true for the (sourceless, traced) single random current Pβ,Zd .

Corollary 3.4.4 ([UEG, Corollary 1.6]). For β > βc, there exists a C > 0 such that for every
k and every N ≥ 3k, then

Pβ,ΛN
[0↔ ∂Λk] ≥

C

k
.

Moreover, the expected cluster size of the cluster of 0 in Pβ,Zd is infinite.
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3.4. The Uniform Even Subgraph and Graphical Representations of the Ising Model

We note that the same results hold on the hexagonal lattice and there we know there is
no percolation for ℓx for all x ∈ [0, 1], so to improve the results one would need to use the
structure of Zd.

Methods. The techniques in play in the paper are very diverse. The first results of the
paper we prove by constructing a condition that ensures that the marginal of the uniform
even subgraph is distributed as Bernoulli percolation with parameter 1

2 . In the case of finite
graphs, it was known that the edge in the complement of a spanning tree of the graph will
have marginal P 1

2
. To deal with the same problem for infinite graphs nicely we develop an

algebraic approach where we exhibit the uniform even subgraph as the Haar measure on the
group of even graphs with a symmetric difference as the group operation. Then we can give a
criterion for when the marginal of the Haar measure UEG becomes the P 1

2
, which is the Haar

measure on the group of all graphs with symmetric difference as group operation. The proof
of Theorem 3.4.2 follows the same philosophy and uses in addition [LSS97, Theorem 0.0].
For the main theorem of the paper, the proof consists of two parts. In the first part, we

prove the following mixing result of the loop O(1) model. The construction uses combinatorial
insight into the uniform even graph combined with the existence of a very dense cluster in the
supercritical random cluster model coming from Pisztora’s construction [Pis96] for random-
cluster models in dimension d ≥ 3.

Theorem 3.4.5 ([UEG, Theorem 1.3]). For x > xc, there exists c > 0 such that for any event
A which only depends on edges in Λn, we have

|ℓξx,Λk
[A]− ℓx,Zd [A]| ≤ exp(−cn) (3.3)

for any boundary condition ξ and any k ≥ 4n. In particular, for x > xc, the loop O(1) model
on Zd admits a unique infinite volume measure.

The second part is orthogonal in the sense that it uses the torus very specifically. To get
a sense of the argument consider any percolation configuration ω on the torus and a uniform
even subgraph η of ω. Then, if ω has a loop γ wrapping around the torus, then the symmetric
difference η△γ also has the law of the uniform even subgraph of ω. We further know that
either η or η△γ has a loop wrapping around the torus (by the combinatorics of the problem
that is equivalent to the ground state of the toric code is 4-fold degenerate). Since there is a
long loop, it must pass through at least one of the vertices on a given hyperplane and thus by
translation invariance we obtain ℓperx,Λn

[0↔ ∂Λn] ≥ c
nd−1 . A technical construction extends the

result to the following bound that ensures the infinite expected cluster sizes.

Theorem 3.4.6 ([UEG, Theorem 1.4]). Let x > xc. Then, there exists c > 0 such that
ℓperx,Λn

[0↔ ∂Λn] ≥ c
n for all n.

Combining these two theorems yields Theorem 3.4.3.
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3. Summaries of Papers

3.5. [MagQW] Quantum Walks in Random Magnetic
Fields

The manuscript [MagQW] is joint work with Christopher Cedzich and Albert H. Werner. In
the manuscript, we introduce a model for quantum walks in a random magnetic field. The
introduction here follows the first sections of [MagQW].

Context. In [HJS09] Hamza, Joye and Stolz introduced the unitary Anderson model and a
framework for proving localization using the fractional moment method in the unitary case.
This approach was also used by Joye in [Joy12] to prove localization of a quantum walk. The
approach entails proving first an a priori estimate on the expectation of fractional moments of
the Green function, then proving exponential decay (expectations of the fractional moments)
of the Green function and finally proving that dynamical localization of the walk follows from
exponential decay of the fractional moments.

Model. We consider the Hilbert space H = ℓ2(Z2) ⊗ C2 corresponding to a particle on the
lattice Z2 with an internal degree of freedom. We define the unitary so-called coin operators
C1, C2 by

Ci = 11ℓ2(Z2) ⊗
(
ci11 ci12
ci21 ci22

)
, (3.4)

which is the same local unitary that acts on the internal degree of freedom on all sites simul-
taneously. Further, we consider shift operators Sα for α ∈ {1, 2} defined by

Sα |x,±⟩ = |x± eα,±⟩ . (3.5)

Now, the deterministic walk-operator W0 is given by

W0 = S1C1S2C2. (3.6)

Finally, the random quantum walk operator that is our object of interest is given by

W = D(ω)W0, (3.7)

where D(ω) is a diagonal unitary operator, satisfying D(ω) |x,±⟩ = e−iθ±(x) |x,±⟩. The phases
θ± correspond to the phase that a particle acquired traversing the edges that it just traversed
with the previous action of the operator W0, see the paper for details. In particular, note that
the existence of the phases is due to a magnetic field being non-zero. Indeed, the magnetic
field F (x) is distributed such that the flux through each plaquette is i.i.d. random with density
with respect to the Lebesgue measure bounded from above and below.
A special set of coins corresponds to walks with bound orbits. They are given by

Cr =
{
(C1, C2) ∈ U(2)× U(2) : ci11 = ci22 = 0,

∣∣∣cj11
∣∣∣ =

∣∣∣cj22
∣∣∣ = 1, {i, j} = {1, 2}

}
. (3.8)

and we will call them reflecting coins. The reader should think of them as corresponding to
the infinite disorder in the self-adjoint case. In further analogy with the self-adjoint case, we
will try to prove localization close to the reflecting coins, which corresponds to large disorder
in the analogy.
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3.5. Quantum Walks in Random Magnetic Fields

Result. In [MagQW] we embark on generalizing the framework to include also the case of
the quantum walk in the magnetic field. We first obtain an a priori estimate on the expectation
of fractional moments of the Green function by generalizing the corresponding argument in
[HJS09] from rank-2 perturbations to rank-4 perturbations. Interestingly, the proof involves a
slight detour into studying the pseudo-spectrum of dissipative operators, in the spirit of the
results from [Aiz+06]. After obtaining the a priori estimate we turn to exponential decay of
the Green function, which is the main theorem of the paper. Here W (C1, C2) is the unitary of
the walk stemming from the coins C1 and C2 and W (Cr

1 , C
r
2) is the unitary stemming from a

reflecting coin.

Theorem 3.5.1 ([MagQW, Theorem 2.3]). There exists ε > 0 such that if

∥W (C1, C2)−W (Cr
1 , C

r
2)∥ < ε for some (Cr

1 , C
r
2) ∈ Cr then there are constants µ,C > 0

such that for all s ∈ (0, 13) and all x, y ∈ Z2 × {−1, 1} it holds for all z ∈ (12 , 2) that

E
[∣∣⟨x, (W − z)−1y⟩

∣∣s] ≤ Ce−µ|x−y|.

Methods. In the proof by [HJS09], independence of the phases is essential. The proof uses
the resolvent equation to can obtain a geometric decoupling between the Green function inside
the box ΛL, which we denote by GL and the Green function outside the box ΛL+3 denoted by
GL+3 (the argument is substantially more complicated, for details see the paper).

However, since we are working with independent fluxes and not independent A-fields there
is not quite independence between the A-fields inside a box and the A-fields outside the box.
This is due to the Aharonov-Bohm effect where a particle moving the two different ways
around a box would experience a phase change corresponding to the total flux through the box
[AB59]. Therefore, we would only expect the Green function inside and outside a box to be
conditionally independent given the total flux through the box. By conditional independence,
we can factorize the (fractional moments of the) Green function inside and outside the box.

Lemma 3.5.2 ([MagQW, Theorem 7.6], Factorization using Aharonov-Bohm effect). Let fL
be the density of the random variable FL =

∑
x∈ΛL

F (x) representing the total flux through ΛL.
For |y| ≥ L+ 2 and u ∈ ΛL, v ∈ Λc

L+3 we have that

E
[∣∣⟨0, GLu⟩

∣∣s∣∣⟨v,GL+3y⟩
∣∣s
]
≤
∥∥∥∥
1

fL

∥∥∥∥
∞
E
[∣∣⟨0, GLu⟩

∣∣s
]
E
[∣∣⟨v,GL+3y⟩

∣∣s
]

for all 0 < s < 1.

Then, we embark on the resampling strategy from [HJS09], again the lack of independence
yields additional complications and it becomes important that the phases (or rather pairs of
phases) have bounded conditional distribution given all the other phases of the system. Finally,
by using an iteration strategy also employed in [Joy12] we obtain the exponential decay of the
fractional moments of the Green function.

The last step would then entail going from fractional moments estimate to dynamical local-
ization of the walk. Despite many efforts, it turns out that the proof of [HJS09] does not easily
generalize to the case where the phases are equal in pairs (which means that the conditional
distribution is not bounded with respect to the Lebesgue measure).
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3. Summaries of Papers

3.6. [Spec] Spectra of generators of Markovian
evolution in the thermodynamic limit: From
non-Hermitian to full evolution via tridiagonal
Laurent matrices

The paper [Spec] is joint work with Albert H. Werner.

Context. The paper concerns the spectra of single-particle translation-invariant generators
of Lindblad semigroups in infinite volume. In finite volume, the spectra of Lindblad generators
(henceforth Lindbladians) and in particular the spectral gap yields information on the speed
of relaxation of a Lindblad semigroup towards the steady state subspace. The corresponding
problems in infinite volume is arguably an understudied area of mathematical physics.

In this paper, we study the spectra directly in infinite volume. For simplicity, we work
with the Hilbert space H = ℓ2(Z). The infinite volume Lindbladian can be defined from the
Lindblad form a priori as an operator on for example the trace class operators TC(H), the
Hilbert-Schmidt operators HS(H) or the compact or bounded operators. Before coming to
the main theorem we make some comments on the different spaces and the notion of spectral
independence of such operators. In the rest of the paper, the Lindbladian is mainly considered
as an operator on HS(H).

Results. In the main theorem, we find an isometric isomorphism of Hilbert spaces

J : HS(ℓ2(Z)) →
∫ ⊕
[0,2π] ℓ

2(Z)qdq (see Section 3.2 of the paper for an introduction to direct

integrals) such that upon conjugation with this isometric isomorphism the Lindbladian takes
a particularly nice form.

Theorem 3.6.1 ([Spec, Theorem 3.8]). Suppose that L is of the form (2.18) with Lindblad
operators Lk satisfying locality and translation invariance assumptions. For an isometric iso-
morphism J : HS(ℓ2(Z))→

∫ ⊕
[0,2π] ℓ

2(Z)qdq then

JLJ ∗ =
∫ ⊕

[0,2π]
T (q) + F (q)dq,

with T (q) a bi-infinite r-diagonal Laurent operator and F (q) a finite rank operator with finite
range for each q ∈ [0, 2π].

Using the main theorem, we can prove both abstract consequences and compute the spectrum
in concrete cases.

An important technical result that we believe is of independent interest is the following
theorem. Using the notion of pseudospectrum it generalizes a related theorem proven in the
self-adjoint case in [RS78, XIII.85]. The pseudospectrum σε(A) of an operator A is defined
by

σε(A) = {z ∈ C | ∥A− z∥ ≥ ε−1},

and it is essential for the study for non-normal operators [TE05].
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3.6. Spectra of Generators of Markovian Evolution

Theorem 3.6.2 ([Spec, Theorem 3.12]). Let I ⊂ R be an interval and H =
∫ ⊕
I Hqdq for some

family of separable Hilbert spaces {Hq}q∈I . Suppose that {A(q)}q∈I is a measurable family of

bounded operators, such that A(q) acts on Hq and A =
∫ ⊕
I A(q)dq ∈ B(H). Then for all ε > 0

it holds that

σ(A) ⊂
ess⋃

q∈I
σε(A(q)) and σ(A) =

⋂

ε>0




ess⋃

q∈I
σε(A(q))


 .

Combining the two theorems we get the following corollary that we can use to compute
spectra explicitly.

Corollary 3.6.3 ([Spec, Corollary 3.14]). Let L ∈ B(HS(H)) be a Lindbladian of the form
(2.18) satisfying assumption A2a) and A2b) and let T (q) and F (q) be as in Theorem 3.6.1.
Then

σ(L) =
⋃

q∈[0,2π]
σ(T (q) + F (q)). (3.9)

Furthermore, for the non-Hermitian evolution T =
∫ ⊕
[0,2π] T (q)dq it holds that

σ(T ) =
⋃

q∈[0,2π]
σ(T (q)), and σ(T ) ⊂ σ(L).

Abstractly, we then prove that the residual spectrum of the Lindbladians we study is always
empty. Using tools from the complex analysis, we prove that the Lindbladians are either gapless
or have an infinite dimensional kernel. Finally, we give a condition for convergence of the finite
volume spectra with periodic boundary conditions to their infinite volume counterparts.
We go on to use Corollary 3.6.3 to compute the infinite volume spectra of some operators

that have been studied in the physics literature with periodic boundary conditions [Zni15;
EG05a; EG05b]. In particular, we put the observations into a more general light. We continue
by studying certain systems with non-normal dissipators that were recently associated with
localization in open quantum systems [Yus+17]. We prove that the spectrum of the Non-
Hermitian evolution in itself is gapless (that is without considering the quantum jump terms).
Finally, we prove some bounds for the spectra in random potentials. In particular, we consider
an analogue of the Kunz-Soulliard theorem for open quantum systems.
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3. Summaries of Papers

3.7. [OpenLoc] Exponential decay of coherences in
steady states of open quantum systems with large
disorder

The paper [OpenLoc] is joint work with Simone Warzel.

Context. The framework of the paper is a single-particle open quantum system with Marko-
vian evolution. The form of the generator of the evolution (see cf. (2.18) in Section 2.1.8)
was found in [Lin76; GKS76]. We assume that the terms in the Lindbladian have uniformly
bounded range. Thereby, the system aquires a local mechanism so that in spirit our intuition
from Section 2.2.2 applies.
As we saw in Section 2.1.5 for the Anderson model, disorder can be modelled through a

random potential with strength λ > 0. The Hamiltonian is then H = H0 + λV , where V is
a random potential defined through V |x⟩ = V (x) |x⟩ for each basis vector |x⟩ of the position
basis and λ > 0 is a parameter describing the strength of the disorder. Here V (x) are i.i.d.
random variables with bounded and compactly supported densities.
In [FS16] it is shown that a random potential slows the evolution of the open quantum

system from ballistic to diffusive (in a certain sense). More recently, localization in open
quantum systems was investigated numerically in [Yus+17] for a special example of Lindblad
generators that create coherences. This example was also investigated in [DROZ11] in the
context of dissipative engineering [VWC09]. Another example, is the Anderson model with
local dephasing, that we studied from a spectral point of view in [Spec].

Results. For any ε > 0 and state ρ0 we define the Abel average ρε by

ρε = ε

∫ ∞

0
e−tε etL(ρ0)dt = −ε(L − ε)−1(ρ0). (3.10)

Since etL(ρ0) is the time evolution of the state ρ until time t. We get that ρε can be interpreted
as a time average up to timescales of 1

ε .
We prove the result on a finite Λ, but we emphasize that the constants are uniform in Λ.

In addition to the locality assumption, we have a weak gap assumption on the non-hermitian
evolution that entails that the gap with a Dirichlet boundary condition in at least one point
closes at most polynomially fast in the thermodynamic limit. We give more details in on the
assumption in the paper and we show that our motivating examples stemming from dissipative
engineering satisfy the assumption.

Theorem 3.7.1 ([OpenLoc, Theorem 3.1]). Let L satisfy the assumptions outlined above.
For sufficiently large disorder λ > 0, there exist constants C, µ > 0 such that for any connected
set Λ ⊂ Zd and any x, y ∈ Λ, ε ∈ (0, 1), initial state ρ0, and any s ∈ (0, 1) there exists a Cs > 0
such that

E|ρε(x, y)| ≤ Ce−µ|x−y| + ε2s−1 Cs. (3.11)

Furthermore, for any measurable choice of steady state ω 7→ ρ∞(ω) of LΛ it holds that

E|ρ∞(x, y)| ≤ Ce−µ|x−y|. (3.12)
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3.7. Exponential Decay of Coherences in Steady States

In the case of local dephasing with rate γ > 0, the gap of the non-hermitian evolution is
constant and we obtain the following deterministic strengthening of the theorem. Again, we
give more details in the paper.

Theorem 3.7.2 ([OpenLoc, Theorem 3.2]). Let L satisfy the assumptions outlined above.
Then there exist C, µ > 0 such that for any Λ ⊂ Zd, any x, y ∈ Λ, initial state ρ0, ε ∈ (0, 1),
and any s ∈ (0, 1) there exists a Cs > 0 such that

|ρε(x, y)| ≤ Ce−µ|x−y| + ε2s−1 Cs. (3.13)

In particular, for any steady state ρ∞ of LΛ then

|ρ∞(x, y)| ≤ Ce−µ|x−y|. (3.14)

Methods. The methods of the paper are inspired by the fractional moment approach to
Anderson localization pioneered in [AM93] and many technical ideas stem from [AW09]. We
do a split up of the Lindbladian L that allows us to reduce bound the Abel averaged time
evolution only in terms of the effective non-Hermitian evolution so that we do not have to
take quantum jump terms into account. Then we check that the proof of fractional moments
of the Green function at large disorder generalizes from the Hamiltonian case to the the non-
Hermitian evolution. After that, we use the locality of L through the use of the resolvent
equation (as outlined in Section 2.2.3 above) to transfer the exponential decay of the non-
hermitian evolution to the Abel averaged time evolution.
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Mass scaling of the near-critical 2D Ising model

using random currents

Frederik Ravn Klausen, Aran Raoufi

Abstract

We examine the Ising model at its critical temperature with an external magnetic
field ha

15
8 on aZ2 for a, h > 0. A new proof of exponential decay of the truncated

two-point correlation functions is presented. It is proven that the mass (inverse

correlation length) is of the order of h
8
15 in the limit h → 0. This was previously

proven with CLE-methods in [1]. Our new proof uses instead the random current
representation of the Ising model and its backbone exploration. The method further
relies on recent couplings to the random cluster model [2] as well as a near-critical
RSW-result for the random cluster model [3].

1 Introduction

The square lattice Ising model [4] suggested by Lenz [5] is the archetypal statistical
physics model undergoing an order/disorder phase transition. It has been subject of
intense study in the past century [6, 7], starting with Periels’ proof of the existence of
a phase transition [8] and Onsager’s calculation of the free energy [9]. The rigorous
understanding of the critical two-dimensional Ising model has advanced tremendously in
the past decade starting with the breakthroughs [10, 11] and with the subsequent works
(see, for example, [12]).

One of the questions that remained unsolved until recently is obtaining the speed of
the decay of the truncated correlations in the near-critical two-dimensional Ising model.
For a ∈ (0, 1] and h > 0 the near critical regime is defined to be the Ising measure on
the lattice aZ2 with the parameter β = βc(Z2) and external field a15/8 h. We denote the
corresponding correlation functions with 〈.〉a,h. The following theorem is proved in [1]
using the scaling limit of the FK-Ising model which was proved to exist in [13] and its
connections to the conformal loop ensemble [14]. See also the review [15].

Theorem 1.1 There exists B0, C0 ∈ (0,∞) such that for any a ∈ (0, 1] and h > 0 with

ha
15
8 ≤ 1,

0 ≤ 〈σxσy〉a,h − 〈σx〉a,h〈σy〉a,h ≤ C0a
1
4 |x− y|− 1

4 e−B0h
8
15 |x−y|.

Accordingly, for a = 1 the result on Z2 is that for any h ∈ [0, 1),

〈σyσx〉1,h − 〈σy〉1,h〈σx〉1,h ≤ C0 |x− y|−
1
4 e−B0h

8
15 |x−y|.

In this paper we prove Theorem 1.2 from which we can deduce Theorem 1.1.

Theorem 1.2 For any h > 0 and a ≤ 1 there are functions C(h) > 0 and m(h) > 0
independent of a > 0 such that for any x, y ∈ aZ2 it holds that

〈σxσy〉a,h − 〈σx〉a,h〈σy〉a,h ≤ C(h)a
1
4 |x− y|− 1

4 e−m(h)|x−y|.
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The proof uses first a partial exploration of the backbone of random currents, then a recent
coupling between the random current measure with sources and the random cluster model
[2]. The proof utilises a new result that extends a result on crossing probabilities for the
critical random cluster model to the near critical regime [3].

Before diving into the details, we briefly show how Theorem 1.1 follows (as explained
in [1]) from Theorem 1.2.

Proof of Theorem 1.1. Let H be such that a = H
8
15 and h = 1. Let 〈σ0;σx〉 = 〈σ0σx〉a,h−

〈σ0〉a,h〈σx〉a,h. Then from Theorem 1.2

〈σ0;σx〉H 8
15 ,1
≤ C(1)H

2
15 |x|− 1

4 e−m(1)|x|

for x ∈ H
8
15Z2. Using the relation 〈σ0;σx〉H 8

15 ,1
= 〈σ0;σx′〉1,H whenever x′ = x

H
8
15

we

obtain

〈σ0;σx′〉1,H ≤ C(1) |x′|−
1
4 e−mH

8
15 |x′|

for x′ ∈ Z2. Rescaling back to aZ2 yields the result.

In [1] a converse inequality is also proved using reflection positivity. A more prob-
abilistic proof of the lower bound was given in [16]. We note that this shows that the
correlation length is finite, the mass gap exists and that critical exponent of the correla-
tion length equals 8

15
. Further, as it is explained in [1] the exponential decay proven in

Theorem 1.1 directly translates into the scaling limit.
Indeed, as in [1] if Φa,h is the near critical magnetization field given by

Φa,h = a
15
8

∑

x∈aZ2

σxδx

with {σx}x∈aZ2 ∈ {0, 1}aZ2
, it was proven in Theorem 1.4 of [13] that Φa,h converges in

law to a continuum (generalized) random field Φh. Let C∞0 (R2) denote the set of smooth
functions with compact support and let Φh(f) be Φh paired against f ∈ C∞0 (R2). Then
as in [1] it holds that

Corollary 1.3 Let f, g ∈ C∞0 (R2), then there are B0, C0 ∈ (0,∞) such that

∣∣Cov(Φh(f),Φh(g))
∣∣ ≤ C0

∫ ∫

R2×R2

|f(x)| |g(x)| |x− y|− 1
4 e−B0h

8
15 |x−y|dxdy.

Starting with [17], there has in the physics community been much interest in the
masses of the Ising model [18] including possible connections to the exceptional Lie Alge-
bra E8 [19] which has been investigated also experimentally [20, 21, 22] and numerically
[23]. On the mathematical side, exponential decay was first rigorously proven in [24]
and in [25] a linear upper bound for the mass was proven. Proving the correct scaling
exponent is a further step towards rigorous results in this direction. For further rigorous
developments see also [26].
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2 Preliminaries

We start by briefly introducing the Ising model and its random cluster and random
current representations that we will use to prove the result. Let G = (V,E) be a finite
graph. Then for each spin configuration σ ∈ {±1}V and h ≥ 0 define the energy

H(σ) = −
∑

xy∈E
σxσy − h

∑

x∈V
σx,

where h describes the effect of an external magnetic field. For each A ⊂ V we let
σA =

∏
x∈A σx and define the correlation function as

〈σA〉 =

∑
σ∈{±1}V σA exp(−βH(σ))

Z

where Z =
∑

σ∈{±1}V exp(−βH(σ)) is the partition function. In what follows, we will

be concerned with the Ising model on the graph aZ2 which is obtained by taking the
thermodynamic limit of finite graphs. For discussions about the thermodynamic limit we
refer the reader to [27].

In both representations we implement the magnetic field using Griffiths’ ghost vertex
g. This means that we consider the graph Gghost = (V ∪ {g}, E ∪ Eg) where Eg =
∪v∈V {evg} are additional edges from every original vertex v to the ghost vertex g (see
for example [7]). We will refer to the edges E as internal edges and to the edges Eg as
ghost edges.

The random current representation

Let us now introduce the random current representation which is a very effective tool in
the study of the Ising model [28, 29, 30, 2, 31, 32, 33, 34]. Further information can be
found in [7] and [35]. The central building blocks in the random current representation
of the Ising model on a graph Gghost = (V ∪ {g}, E ∪ Eg) are the currents n ∈ N0

E∪Eg .
For each current n we can define its sources ∂n as the v ∈ V where

∑
xv∈E∪Eg nxv is odd.

Let further the weight of each current n be given by

w(n) =
∏

xy∈E

βnxy

nxy!

∏

xg∈Eg

(βh)nxg

nxg!
.

A simple identity which connects the random currents to the Ising model is given as
(2.4a) in [31]

〈σ0σx〉 =

∑
∂n={0,x}w(n)
∑

∂n=∅w(n)
. (1)

Further, given a current n define the traced current n̂ ∈ {0, 1}E∪Eg by n̂(e) = 0 if n(e) = 0
and n̂(e) = 1 if n(e) > 0. Then PAG, the random current measure with sources A ⊂ V , is
the probability measure that satisfies PAG(n) ∝ w(n)1{∂n=A}. If A and B are either vertices
in or subsets of V ∪ {g} we denote the event that they are connected in a configuration
ω ∈ {0, 1}E ∪Eg by A ↔ B, meaning that one vertex of A is connected to one vertex of
B.
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The traced random current measure P̂AG gives each ω ∈ {0, 1}E ∪Eg the probability

P̂AG(ω) =
∑

∂n=A

PAG(n)1{n̂=ω}.

To ease the notation in what follows define P̂{0,x}G ⊗ P̂∅G to be the probability measure
which assigns each ω ∈ {0, 1}E∪Eg the probability

P̂{0,x}G ⊗ P̂∅G(ω) =
1

Z∅Z{0,x}

∑

∂n={0,x},∂m=∅
w(n)w(m)1[n̂ + m = ω].

On the square lattice aZ2 in a magnetic field a15/8 h we denote the non traced and traced
single current measures by PAa,h and P̂Aa,h respectively. The main part of what follows
proves exponential decay of truncated correlations, but first we obtain the correct front
factor a

1
4 . We do a similar trick as in [1] where we set the magnetic field h to 0 in the

boxes of radius 1 around 0 and x and call that magnetic field ~h.

Proposition 2.1 We have

〈σ0;σx〉a,h ≤ 〈σ0;σx〉a,~h = 〈σ0σx〉a,~h · P̂
{0,x}
a,~h
⊗ P̂∅

a,~h
(0 6↔ g) ≤ Ca

1
4 P̂{0,x}

a,~h
(0 6↔ g).

Proof. The first inequality follows from the GHS inequality [36]. The second step used
the switching lemma [36] and (1). Since the event {0 6↔ g} is decreasing the probability
increases when P̂∅

a,~h
is removed. Then the last inequality is a standard application of

equation (1-arm) below (see also [37]).

The random cluster model

Each configuration ω ∈ {0, 1}E∪Eg corresponds to a (spanning) subgraph of Gghost. For
each e ∈ E ∪Eg if we = 1 we say that e is open and if we = 0 we say that e is closed. There
is a natural partial order � on the configurations where ω � ω′ if ω′ can be obtained
from ω by opening edges. An event A is increasing if for any ω ∈ A it holds that ω � ω′

implies ω′ ∈ A. Let further k(ω) be the number of clusters of vertices of the configuration
ω.

The random cluster model with free boundary conditions φ0
G is a percolation measure

on the finite graph Gghost = (V ∪ {g}, E ∪ Eg) such that for every ω ∈ {0, 1}E∪Eg

φ0
G(ω) ∝ 2k(ω)

∏

e∈E ∪Eg

pe
1− pe

where pe = 1{e is internal and open} (1− exp(−2β)) + 1{e is ghost edge and open}(1− exp(−2βh)) +
1
2

1{e closed}. In what follows, we will consider the free random cluster model on some

finite subsets Λ of aZ2 and we will denote that measure by φ0,a
Λ at the same time fixing

β = βc = log(1+
√

2)
2

. Let Λk(x) denote the box with side length k around some point
x ∈ aZ2 and let Λk = Λk(0). Notice that Λk only depends on the distance in R2 which is
not affected when a changes. Further, let An,m(x) = Λm(x)/Λn(x) be the (n,m) annulus
around x and An,m = An,m(0). The random cluster model has many nice properties that
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we will use in what follows. Since the boundary conditions are free the random cluster
model has stochastic domination in terms of the domain. This means that if Λ1 ⊂ Λ2

then for any increasing event A,

φ0,a
Λ1

(A) ≤ φ0,a
Λ2

(A). (MON)

Further, the (FKG)-inequality [7, Theorem 1.6] states that for increasing events A,B
then

φ0,a
Λ (A ∩ B) ≥ φ0,a

Λ (A)φ0,a
Λ (B). (FKG)

We note that the 1-arm exponent for the random cluster model [37, Lemma 5.4] is given
by

C1a
1
8 ≤ φ0,a

Λ1
(0↔ ∂Λ1) ≤ C2a

1
8 . (1-arm)

The following result was proven in [1] and it will also prove useful for us.

Lemma 2.2 ([1], Proposition 1) Suppose that configuration of internal edges ω has clus-
ters C1, . . . , Cn. Then

φ0,a
Λ3

(Ci ↔ g|ω) = tanh(ha
15
8 |Ci|)

and the events {Ci ↔ g} given ω are mutually independent.

Finally, we state a connection between the random currents with sources and the random
cluster model.

Theorem 2.3 ([2], Theorem 3.2) Let {X(e)}e∈E be independent Bernoulli percolation
with parameter (1 − exp(−βe)) with βe = β for e ∈ E and βe = βh for e ∈ Eg. Then
define for each e ∈ E ∪ Eg the configuration

ω(e) = max{n̂(e), X(e)}.

where n̂ has the law of P̂{x,y} the traced random current with sources ∂n = {x, y}. Then
ω has the law of φ0

G(· | x ↔ y) which is the random cluster measure conditioned on
{x↔ y}. Hence, if A is a decreasing event then

P̂{x,y}(A) ≥ φ0
G(A | x↔ y).

A key part in our result is the backbone exploration which we turn to next.

Backbone exploration

Let us first define the partially explored backbone. Suppose that n is some current with
sources ∂n = {x, y}. Then there is a path between x and y with n(e) odd for all edges
e along the path. The backbone is an algorithmic way of step-by-step constructing such
a path starting from x until it hits some set of vertices A ⊃ {g, y} 1. To do that, we

1In the constructions in the litterature the set corresponding to A usually does not necessarily contain
the ghost, but for our purpose in this paper we include it.

1. Mass Scaling of the Near-Critical 2D Ising Model using Random Currents
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Figure 1: The situa-
tion in the backbone
exploration with the
incoming edge eui−1,ui

coloured blue. The
vertices vR, vL, vS are
respectively to the
right, left and straight
of ui with respect to
the incoming edge.
As usual g denotes
the ghost.

define the sets of (explored) edges ∅ = S0 ⊂ S1 . . . inductively. For each i ≥ 0 the set
Si is defined in such a way that n restricted to Si has sources {x}4{ui} for some vertex
ui. We will say that the backbones path up to step i is x = u0, u1, . . . ui. If ui ∈ A, let
Si+1 = Si (and hence Sk = Si for all k ≥ i).

If ui 6∈ A we continue as follows. If i = 0 we consider the five edges incident to u0 = x.
Order them as e0, e1, . . . , e4 with e0 = exg and the other edges in arbitrary order. Since x
is a source of n there is at least one i such that n(ei) is odd. Let k be the least such i and
let S1 = {e0, . . . ek}. Then u1 is such that ek = eu0u1 . In words, the backbone explored
the edges {e0, . . . ek} and walked to the vertex u1.

For i ≥ 1 we call the edge eui−1,ui the incoming edge to the vertex ui. We can define
an order on the remaining edges such that (e0, e1, e2, e3) = (euig, euivR , euivL , euivS) where
euivR , euivL , euivS denote the edges that are right, left and straight with respect to the
incoming edge. See also Figure 1.

Now, let k be the least i such that n(ei) is odd and ei 6∈ Si. Notice that since ui 6∈ A
and ∂n = {x, y} there is always at least one such i. Define Si+1 = Si ∪ {e0, . . . ek}. Then
ui+1 is such that ek = eui,ui+1

. In words, the backbone walks on edges e of odd n(e)
exploring in each step first the edge to the ghost and after that the edges right, left and
straight with respect to the incoming edge in that order. The backbone path is the path
of explored vertices x = u0, u1, . . . and the explored backbone in step i is Si.

This sequence {Si}i∈N stabilizes after a finite number of steps and we call the termi-
nating set the backbone starting from x explored up to A and denote it by γ̄x,A(n). There
is a path from x to A along the vertices x = u0, u1, . . . , uend with uend ∈ A such that every
edge e in the path obeys that e ∈ γ̄x,A(n) and has n(e) odd. We call this path γx,A(n)2.
The vertex uend we call γend

x,A(n). If uend is the ghost g we say that the backbone hits the
ghost.

In what follows, we will work with events of the form Q = {F = γ̄0,Γ(n)} where
Γ ⊃ {g, x} is a set of vertices, and F is a set of edges. Notice that by construction we can
tell whether the explored backbone is F by looking only at the edges in F which means
that 1Q(n) = 1Q(nF ) where nF is the current restricted to the set F .
The partial backbone exploration is useful because of the following Markov property.

2Note that if h = 0 then γ̄x,{g,y}(n) explores some edges in and around the path γx,{g,y}(n) from x
to y where n(e) is odd for all traversed edges.
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Figure 2: The explored backbone sketched in black together with the points d and d′ in
three different cases. The domain Di coloured green. Note that in the first case d = d′

and that in the last picture the position of 0 is not to scale.

Theorem 2.4 Let Γ ⊃ {g, x} be a set of vertices, F be a set of edges, Q = {F =
γ̄0,Γ(n)} and on the event Q let x̃ = γend0,Γ (n) be the unique vertex in Γ connected to x in
γ0,Γ(n). Let A be any event such that 1A(nΛ)1Q(nΛ) = 1A(nΛ/F )1Q(nF ). Then whenever

P{0,x}Λ (Q) > 0 it holds that

P{0,x}Λ (A | Q) = P{x̃,x}Λ\F (A).

Proof. That n ∈ Q means that the explored backbone of n up to Γ is F . Thus, F is the
terminating set of the sequence {Si}i∈N. Thus, on the event Q the current n restricted
to F must have sources ∂nF = {0}4{uend} = {0, x̃}. Since n = nΛ\F +nF it holds that

{0, x} = ∂n = ∂nΛ\F4∂nF = ∂nΛ\F4{0, x̃}.

So for n ∈ Q then ∂nΛ\F = {x̃, x}. The map n 7→ (nF ,nΛ\F ) is a bijection from
{n ∈ Q | ∂n = {0, x}} to

{
(nF ,nΛ\F ) | nF + nΛ\F ∈ Q, ∂nF = {0, x̃}, ∂nΛ\F = {x̃, x}

}
with

inverse (nF ,nΛ\F ) 7→ nF + nΛ\F . Thus, for any function f : N0
E∪Eg → R it holds that

∑

∂n={0,x}
f(n)1Q(n) =

∑

∂nF={0,x̃}
∂nΛ\F={x̃,x}

f(n)1Q(n).

Since w(nF + nΛ\F ) = w(nF ) ·w(nΛ\F ) and the fact that Q only depends on edges in F ,

1. Mass Scaling of the Near-Critical 2D Ising Model using Random Currents
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Figure 3: Sketch the
order � on ∂Λ1(xi)
used when defining
Di. Two points a, b ∈
∂Λ1(xi) have a � b if
the number of the seg-
ment of a is smaller
than the number of
the segment of b or if
a and b are inside the
same segment and a is
earlier than b with re-
spect to the arrow on
that segment.

the double sum below factorizes and

P{0,x}Λ (A | Q) =

∑
∂n={0,x}w(n)1A(n)1Q(n)
∑

∂n={0,x}w(n)1Q(n)

=

∑
∂nF={0,x̃},∂nΛ\F={x̃,x}w(nF + nΛ\F )1A(n)1Q(n)
∑

∂nF={0,x̃},∂nΛ\F={x̃,x}w(nF + nΛ\F )1Q(n)

=

∑
∂nF={0,x̃}w(nF )1Q(nF )

∑
∂nΛ\F={x̃,x}w(nΛ\F )1A(nΛ/F )

∑
∂nF={0,x̃}w(nF )1Q(nF )

∑
∂nΛ\F={x̃,x}w(nΛ\F )

=

∑
∂nΛ\F={x̃,x}w(nΛ\F )1A(nΛ\F )
∑

∂nΛ\F={x̃,x}w(nΛ\F )
= P{x̃,x}Λ\F (A).

3 Main result

We now prove Theorem 1.2 given a result that we then prove later.
Before starting the proof, we go through some notation that we will use throughout

the main section. Let n be such that x ∈ A9n,9(n+1). In what follows, we will consider the
case |x| ≥ 36 which means that n ≥ 4. In the proof of Theorem 1.2 we tie it together
with the case |x| < 36. We also let Λ be any box which contains Λ9(n+1). Everything we
prove will be independent of this Λ. Later we let Λ ⇑ Z2.

We will explore the backbone partially in steps up to the annuli A9i,9(i+1). Suppose
that in this exploration the backbone does not hit the ghost g, which we can assume in
our application. Then define xi = γend

0,Λc9i
(n) ∈ A9i,9(i+1). Thus, xi is random variable cor-

responding to the first vertex the backbone hits in the i-th annulus of the form A9i,9(i+1),
see also Figure 5.

Further, to ease notation we let γ̄i = γ̄0,Λc9i
(n). Thus, γ̄i is the set of edges explored

until the backbone hits the i-th annulus. Similarly, to ease notation let γi = γ0,Λc9i
(n).
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Thus, γi is the path u0, . . . , uend = xi = γend
0,Λc9i

(n) explored until the backbone hits the
i-th annulus. Let Qγ̄i be the event that the backbone explored is γ̄i.

A technical detail is that to account for removing the magnetic field in the box of size
1 around x we explore the backbone partially also from x until it leaves the box of size 2.
Denote the explored backbone γ̄x,Λ2(x)c(n) by γ̄x, name the first point hit outside Λ2(x)
by x̃ = γend

x,Λ2(x)c(n) and let the event that the explored backbone is γ̄x be denoted Qγ̄x .
The set γ̄i contains the path γi from 0 to xi. Thus, γ̄i will intersect ∂Λ1(xi) one

or more times. Since xi is the first vertex of the annulus A9i,9(i+1) to be intersected
the set γ̄i ∩ ∂Λ1(xi) is contained within one half of ∂Λ1(xi). Let d, d′ denote the points
in γ̄i ∩ ∂Λ1(xi) that are most clockwise and anticlockwise with respect to some way of
walking around ∂Λ1(xi), see also Figure 2.

More formally, we consider an order � of the points in ∂Λ1(xi) and then define d, d′

to be the minimal and maximal element of γ̄i ∩ ∂Λ1(xi) with respect to this ordering.
Let us define the order in the case where xi is in the right side of the annulus (which is
the case x1, x2, x3 on Figure 5). Generalising to the other cases is straightforward. For
the defininition, we split ∂Λ1(xi) and define the order with respect to the segments and
arrows as shown on Figure 3.

Now, define Ωi = {v ∈ ∂Λ1(xi) | d′ � v � d} and let Ω̃i = ∂Λ1(xi)\ Ωi. Let Σi be the
graph obtained by removing γ̄i∪ γ̄x from Λ. Then we can define the domain Di to be the
connected component of xi in the graph induced by the vertices of Σi without Ω̃i. See
also Figure 2. In the following claim we show how our order of exploration with respect
to the incoming edge implies that Di is contained in Λ9(i+1).

Claim 3.1 The set Di ⊂ Λ9(i+1) and it only depends on the current nΛ9i
.

Proof. Since the vertex d is explored by the backbone it is either on the backbone path
γi in which case we let v = d. Otherwise, there is an edge edv from d to a vertex on
the backbone path that we call v. Similarly, we can define a vertex v′ taking d′ as the
starting point. Let Pi be the subpath of γi which goes either from v to v′ or from v′ to
v and extended by the edges {edv} and/or {e′d′v′} if d, d′ are not on the backbone path.
By construction the path Pi is edge self-avoiding, but we do not know that Pi is vertex
self-avoiding and hence non self-intersecting. However, due to the way we explore the
edges of the backbone with respect to the incoming edge if there is a vertex which is hit
by the backbone path twice (i.e. ui = uj for some i 6= j) then the backbone path must
turn 90◦ twice at that vertex. This means that we can deform the path slightly to be
non-intersecting (see Figure 4).

Since Pi is a path between d and d′ and further Ω̃i is also a path between d and d′

along Λ1(xi), by definition of d and d′, Pi and Ω̃i do not intersect. Thus, if we glue them
together then Pi∪ Ω̃i is a closed non-intersecting path, which therefore encloses a domain
Qi ⊂ Λ9(i+1). Now, assume for contradiction that δ : xi → Qc

i is a path. Since we have

removed all the vertices in Ω̃i including d and d′ it is impossible for δ to exit Qi through
a vertex in Ω̃i. Since in the backbone exploration we remove the explored edges on the
backbone path all remaining vertices have degree at most 2 in Σi\Ω̃i. It is only possible
to have a path exiting Qi if it crosses the path Pi through a vertex of degree 2. The way
we explore the backbone implies that if two edges remain they must have an angle of 90◦.
Therefore, the remaining edges do not cross Pi and hence there is no such path δ. Since
Di is the connected component of xi it holds that Di ⊂ Qi.

1. Mass Scaling of the Near-Critical 2D Ising Model using Random Currents

70



Figure 4: Sketch of the case where the back-
bone explores the same vertex twice as in the
proof of Claim 3.1. Suppose that the back-
bone entered and left the vertex along edges
of the same colour (orange or blue). Since
we in the backbone exploration always ex-
plore turning to the right with respect to the
incoming edge first the backbone path can
never cross itself. Thus, a non-crossing de-
formation as shown is always possible.

To finish the setup we finally define

R∗i = {n | ∂Λ2(xi)
A2,4(xi) \(Di∪γ̄i)

6←→ ∂Λ4(xi)}.

Notice that if n̂1 = n̂2 for two currents n1,n2 and n1 ∈ R∗i then n2 ∈ R∗i . Thus, R∗i only
depends on the traced and not on the full current. Define the corresponding connection
event either for the traced current or for the random cluster measure by

R̂∗i = {∂Λ2(xi)
A2,4(xi) \(Di∪γ̄i)

6←→ ∂Λ4(xi)} ⊂ {0, 1}A2,4(xi) \(Di∪γ̄i).

Notice that R̂∗i = {n̂ | n ∈ R∗i }. Hence, it holds that

P{xi,x̃}
Λ\(γ̄i∪γ̄x),~h

(R∗i ) = P̂{xi,x̃}
Λ\(γ̄i∪γ̄x),~h

(
R̂∗i
)
. (2)

The following proposition will yield the main result given Proposition 3.3 below. The
idea of the proof is first to use the backbone exploration and then show that for every
macroscopic step, with a strictly positive probability there is a connection to the ghost.
To get the correct front factor a

1
4 , we also partially explore the backbone also from the

end around x until x̃ = γend
x,Λ2(x)c(n).

Proposition 3.2 Suppose that, for all x̃ ∈ ∂Λ2(x), all realisations of the backbone γ̄x
from x to x̃, all 1 ≤ i ≤ n and realisations of the backbone from 0 to xi denoted γ̄i and
a ≤ 1,

P{xi,x̃}
Λ\(γ̄i∪γ̄x),~h

(R∗i ) ≥ c

uniformly in any (x-dependent) Λ sufficiently large. Then

〈σ0;σx〉a,h ≤ Ca
1
4 exp (−M(h) |x|)

for |x| ≥ 36 and where M(h) does not depend on a.

Proof. Let H be the event that the backbone explored from 0 hits x ( i.e. does not hit the
ghost). Notice that {x̃ = g} ∩Qγ̄x∩H = ∅ so when we condition H on all possible events
Qγ̄x we can omit those where x̃ = g. In other words, if x̃ = g then the backbone explored
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from 0 would necessarily hit the ghost since after the partial backbone exploration then
g and 0 would be the only two vertices with odd degree.

Further, 1H(nΛ)1Qγ̄x (nΛ) = 1H(nΛ\γ̄x)1Qγ̄x (nγ̄x) so by the backbone exploration The-
orem 2.4

P{0,x}
Λ,~h

(H) =
∑

γ̄x

P{0,x}
Λ,~h

(H | Qγ̄x)P{0,x}Λ,~h
(Qγ̄x) =

∑

γ̄x

P{0,x̃}
Λ\γ̄x,~h

(H)P{0,x}
Λ,~h

(Qγ̄x) (3)

where we from now on assume that x̃ 6= g which means that x̃ ∈ ∂Λ2(x).
For each 1 ≤ i ≤ n let Gi be the event that the backbone hits the annulus A9i,9(i+1)

before hitting the ghost. Given a current configuration in Gi we know that the vertices
xj exist for 1 ≤ j ≤ i. Further, if we define G0 = {n | ∂n = {0, x}} then Gi+1 ⊂ Gi
for each 0 ≤ i ≤ n − 1 as well as {0 6↔ g} ⊂ H ⊂ Gn. Since P{0,x̃}

Λ\γ̄x,~h
(H) ≤ P{0,x̃}

Λ\γ̄x,~h
(Gn)

and bounding P{0,x̃}
Λ\γ̄x,~h

(H) uniformly in γ̄x bounds P{0,x}
Λ,~h

(H) through (3), it means that

to bound P{0,x}
Λ,~h

(0 6↔ g) it suffices to show exponential decay of P{0,x̃}
Λ\γ̄x,~h

(Gn) uniformly in

γ̄x. Notice that given Qγ̄i−1
then Gi depends only on edges in Λ\(γ̄i−1 ∪ γ̄x) so

1Gi(nΛ\γ̄x)1Qγ̄i−1
(nΛ\γ̄x) = 1Gi(nΛ\(γ̄i−1∪γ̄x))1Qγ̄i−1

(n(γ̄i−1∪γ̄x))

and by the backbone exploration Theorem 2.4

P{0,x̃}
Λ\γ̄x,~h

(Gn) =

[
n∏

i=1

P{0,x̃}
Λ\γ̄x,~h

(Gi | Gi−1)

]
P{0,x̃}

Λ\γ̄x,~h
(G0)

=
n∏

i=1

∑

Qγ̄i−1∈Gi−1

P{0,x̃}
Λ\γ̄x,~h

(Gi | Qγ̄i−1
)P{0,x̃}

Λ\γ̄x,~h
(Qγ̄i−1

| Gi−1)

≤
n∏

i=1

∑

Qγ̄i−1∈Gi−1

P{xi−1,x̃}
Λ\(γ̄i−1∪γ̄x),~h

(Gi)P{0,x̃}Λ\γ̄x,~h
(Qγ̄i−1

| Gi−1) ≤ (1− c)n−2

where in the last step we used P{xi−1,x̃}
Λ\(γ̄i−1∪γ̄x),~h

(Gi) ≤ P{xi−1,x̃}
Λ\(γ̄i−1∪γ̄x),~h

(R∗ci−1) ≤ 1 − c. Here,

the first of these inequalities follow since on the event Gi ⊂ R∗ci−1 which again follows by
contraposition since on the event Ri−1 the backbone must hit the ghost before hitting
the annulus A9i,9(i+1). Now, by the remarks in the beginning of the proof it follows from
Proposition 2.1 that

〈σ0;σx〉Λ,h,a ≤ Ca
1
4P{0,x}

Λ,~h
(0 6↔ g) ≤ Ca

1
4 (1− c)n−2 = Ca

1
4 exp(−M(h) |x|).

The inequality passes to the infinite volume limit since the constants are independent of
Λ.

Next, we will move from the random current event R∗i to the traced current or random
cluster event R̂∗i . In the remaining section we will prove the following proposition which
only concerns the random cluster model. Here and in all of the following by ≥ c we mean
larger than a (possibly different each time) strictly positive constant which is uniform in
a ≤ 1, h and the explored backbones γ̄i and γ̄x .

1. Mass Scaling of the Near-Critical 2D Ising Model using Random Currents
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Figure 5: Sketch of
the overall approach.
Either the backbone
goes through the
ghost or we can define
the xi as shown.
Later, we show that
it is probable that xi
is connected to the
ghost within each of
the black squares.

Proposition 3.3 There is a h0 > 0 such that for all realisations of the backbone γ̄i up
to xi, all γ̄x explored until x̃ ∈ ∂Λ2(x) and all a ≤ 1, h < h0 then

φ0,a

Λ\(γ̄i∪γ̄x),~h

(
R̂∗i | xi ↔ x̃

)
≥ c

uniformly in any Λ sufficiently large around x.

Now, collecting the results we can prove the main theorem assuming Proposition 3.3 which
is in the language of the random cluster model where many more tools are available than
for random currents most notably the RSW.

Proof of Theorem 1.2. By (2), the monotone coupling from Theorem 2.3 along with the
fact that R̂∗i is a decreasing event and Proposition 3.3 we get that

P{xi,x̃}
Λ\(γ̄i∪γ̄x),~h

(R∗i ) = P̂{xi,x̃}
Λ\(γ̄i∪γ̄x),~h

(R̂∗i ) ≥ φ0,a

Λ\(γ̄i∪γ̄x),~h

(
R̂∗i | xi ↔ x̃

)
≥ c.

Thus, we can apply Proposition 3.2. In Proposition 3.3 we only have the result for
sufficiently small h, but this suffices by the GHS-inequality [36]. To account for the
constraint |x| ≥ 36 in Proposition 3.2 and get the correct front factor notice that from
the GHS inequality and Proposition 5.5 in [37], for some B > 0, it holds for all x ∈ aZ2

that

〈σ0;σx〉a,h ≤ 〈σ0;σx〉a,0 ≤ B

(
a

|x|

) 1
4

.

Using that for |x| ≥ K(h) it holds that

〈σ0;σx〉a,h ≤ Ca
1
4 exp

(
−M(h)

2
|x|
)

exp

(
−M(h)

2
|x|
)
≤ C

(
a

|x|

) 1
4

exp

(
−M(h)

2
|x|
)
.

Now, by putting C(h) = max{B,C} exp
(
M(h)

2
K(h)

)
and m(h) = M(h)

2
our main result

Theorem 1.2 follows.
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4 Proof of Proposition 3.3

Recall that Σi = Λ\(γ̄i ∪ γ̄x). To ease the notation here and in what follows we define

φΣi = φ0,a

Σi,~h
= φ0,a

Λ\(γ̄i∪γ̄x),~h
. Further, for a set Γ let x

Γ+

↔ y denote the event that x and y

are connected in Γ∪{g} and similarly by x
Γ↔ y that x and y are connected in Γ not using

the ghost. Define the domain Ti to be all points in Di as well as all points in Λ2(xi) that

can be reached from xi without using edges in γ̄i or ∂Λ2(xi). Further, define {xi
T+
i↔ g} to

be the event that xi is connected within the domain Ti to some vertex v where the edge
from v to g is open. Define D̃ and T̃ similarly to Di and Ti with x̃ instead of xi. Define
also Ai = ∂Λ2(xi) ∩ T ci and Ã = ∂Λ2(x̃) ∩ T̃ c.

Proposition 4.1 Suppose for some 1 < i < n that φΣi

(
xi

T+
i↔ g | xi ↔ Ai

)
≥ c

and φΣi

(
x̃
T̃+

↔ g | x̃↔ Ã

)
≥ c. Then for all h ≤ h0 it holds that φΣi

(
R̂∗i | xi ↔ x̃

)
≥ c.

We first state the recent result that the random cluster model still has the RSW property
at scales up to the correlation length. Here we need the wired boundary condition φ1

which is introduced in for example [7].

Lemma 4.2 ([3], Lemma 8.5) For any sufficiently large C > 0, there is an ε > 0 such
that if n ≥ 1 and H ≥ 0 are such that Hn2φ0,a=1

Λn,H=0(0↔ ∂Λn) ≤ ε then

φ1,a=1
An,2n,H=0(Λn 6↔ ∂Λ2n) ≤ Cφ1,a=1

An,2n,H
(Λn 6↔ ∂Λ2n).

Translating the lemma into our setting yields the following lemma.

Lemma 4.3 There exists a h0 > 0 such that for a ≤ 1 and h ≤ h0 it holds that

φΣi(R̂∗i ) ≥ c.

where c > 0 is (as always) independent of 0 < a ≤ 1,Σi and 0 ≤ h < h0. Further, for
any event E depending only on edges in Di it holds that

φΣi(R̂∗i | E) ≥ c.

Proof. If n = 2
a

and H = a
15
8 h then using equation (1-arm) for some c > 0 it holds that

Hn2φ0,a=1
Λn,H=0(0↔ ∂Λn) ≤ c(an)

15
8 h = c2

15
8 h ≤ ε

which can be satisfied by choosing h sufficiently small (independent of a). Therefore

φ1,a
A2,4,h

(Λ2 6↔ ∂Λ4) = φ1,1

A 2
a ,

4
a
,ha

15
8

(A 2
a
6↔ ∂A 4

a
) ≥ Cφ1,1

A 2
a ,

4
a
,h=0(A 2

a
6↔ ∂A 4

a
) = Cφ1,a

A2,4,h=0(Λ2 6↔ ∂Λ4).

Since R̂∗i is decreasing it follows by (MON) and the RSW for usual rectangles [37] that

φ0,a

Σi,~h
(R̂∗i ) ≥ φ0,a

Σi,h
(R̂∗i ) ≥ φ0,a

Λ,h(R̂∗i ) ≥ φ0,a
Λ,h(Λ2(xi) 6↔ ∂Λ4(xi)) ≥ φ1,a

Λ,h(Λ2(xi) 6↔ ∂Λ4(xi))

≥ φ1,a
A2,4,h

(Λ2 6↔ ∂Λ4) ≥ cφ1,a
A2,4,h=0(Λ2 6↔ ∂Λ4) ≥ c.
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Using comparison between boundary conditions, and that because of the argument in
Claim 3.1 removing all explored edges of the backbone acts as a free boundary condition
it holds that

φ0,a

Σi,~h
(R̂∗i | E) ≥ φ

1 on ∂Λ1(xi),0 else
Σi\Di,h (R̂∗i ) ≥ φ1,a

A2,4,h
(Λ2 6↔ ∂Λ4) ≥ c.

Next, we need the general result that we can do mixing also with a magnetic field at
scales up to the correlation length and that we, up to constants, can decorrelate events
in Ti from events in (Ti ∪Λ4(xi))

c. Define Ji = (Ti ∪Λ4(xi))\γ̄i and J̃ = (T̃ ∪Λ4(x̃))\γ̄x.
Define also R̂∗∼ similarly to R̂∗i as an event in the vicinity of x̃ instead of xi.

Lemma 4.4 (Mixing) Let E1, E2 be increasing events that only depend on edges in the
boxes Ti ∪ Λ2(xi) and T̃ ∪ Λ2(x̃) respectively, then for 1 ≤ i ≤ n− 2 it holds that

φΣi(E1 ∩ E2) � φ0,a

Ji,~h
(E1)φ0,a

J̃,~h
(E2).

Similarly, if l ≤ 1, z1, z2 are such that Λ2l(z1) ∩ Λ2l(z2) = ∅ and E1, E2 are increasing
events that only depend on edges in the boxes Λl(z1),Λl(z2) respectively, then

φΣi(E1 ∩ E2) � φ0,a

Λ2l(z1)\(γ̄i∪γ̄x),~h
(E1)φ0,a

Λ2l(z2)\(γ̄i∪γ̄x),~h
(E2).

Proof. We prove the first statement first. Define E = E1 ∩ E2. It follows from Lemma
4.3 that

cφΣi(E) ≤ φΣi(E | R̂∗i )

and similarly we can condition on R̂∗∼. Using that closed dual paths inside the annulus
give rise to monotonicity properties as free boundary conditions (which is for example
proven in Lemma 11 in [1]) we obtain that

cφΣi(E) ≤ φΣi(E1, E2 | R̂∗i , R̂∗∼) ≤ φ0,a

Ji∪J̃ ,~h
(E1, E2) = φ0,a

Ji,~h
(E1)φ0,a

J̃,~h
(E2).

Since the reverse inequality is (FKG) and (MON) the first result follows. The second
assertion follows mutatis mutandis using that the estimates from the proof of Lemma 4.3
which by Lemma 4.2 also work on smaller scales and using the event {∂Λl(zi) 6↔ ∂Λ2l(zi)}
for i = 1, 2 instead of R̂∗i and R̂∗∼.

With the lemmas proven we continue to the proof of the Proposition 4.1. In Figure 6 we
sketch the situation we would like to prove is the case. The idea being that if we condition
on xi ↔ x̃ possibly using the ghost, then we can only prove that the event R̂∗i happens
with constant probability if we can make sure that the connection indeed happens using
the ghost. The connection to the ghost we get from the assumption if xi and or x̃ connects
to a point at a distance of at least 2.

Proof of Proposition 4.1. First, notice that

φΣi

(
R̂∗i | xi

Σ+
i↔ x̃

)
≥ φΣi

(
R̂∗i | xi

Ti↔ g, x̃
T̃↔ g

)
φΣi

(
xi

Ti↔ g, x̃
T̃↔ g | xi

Σ+
i↔ x̃

)
.
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Figure 6: Sketch of the idea be-
hind the proof of Proposition 4.1.
In bold we sketch the clusters of
xi and x̃ and the explored back-
bones so far with thin lines. The
connections to the ghost are in-
dicated with straight edges and
the event R̂∗i is indicated with the
dotted ring around the cluster of
xi.

From the mixing argument in Lemma 4.3 it follows that φΣi

(
R̂∗i | xi

Ti↔ g, x̃
T̃↔ g

)
≥ c.

Thus, we just need to prove that φΣi

(
xi

Ti↔ g, x̃
T̃↔ g

)
≥ cφΣi

(
xi

Σ+
i↔ x̃

)
. Notice that

{xi
Σ+
i↔ x̃} ⊂

(
{xi Ti↔ g} ∪ {xi ↔ Ai}

)
∩
(
{x̃ T̃↔ g} ∪ {x̃↔ Ã}

)
.

Now, by first a union bound, then (Mixing) and the assumption and finally (MON) and
(FKG)

φΣi

(
xi

Σ+
i↔ x̃

)
≤ φΣi

(
xi

Ti↔ g, x̃
T̃↔ g

)
+ φΣi

(
xi

Ti↔ g, x̃↔ Ã
)

+ φΣi

(
xi ↔ Ai, x̃

T̃↔ g

)
+ φΣi

(
xi ↔ Ai, x̃↔ Ã

)

≤ 4Cφ0,a

Ji,~h

(
xi

Ti↔ g
)
φ0,a

J̃,~h

(
x̃

T̃↔ g

)
≤ cφΣi

(
xi

Ti↔ g, x̃
T̃↔ g

)
.

We now turn to the main technical part for proving Proposition 3.3. From now on, we
will assume, for notational reasons, without loss of generality that xi is on the right side
of the inner boundary of the annulus A9i,9(i+1), i.e. that xi = (9i

2
, y) for some y such that

−9i
2
≤ y ≤ 9i

2
. Then define L = [1, 2] × [0, 1

10
] + xi and L̃ similarly to be a rectangle in

the vicinity of x̃.

Lemma 4.5 For each 1 < i < n it holds that

φΣi(xi ↔ L | xi ↔ Ai) ≥ c as well as φΣi(x̃↔ L | x̃↔ Ã) ≥ c.

Let C(xi) be number of points in Λ2(xi) connected to xi without using edges to the ghost
and NM,i = {C(xi) ≥M} for each M ∈ N.

Lemma 4.6 Let k > 0. Then,

φΣi

(
N
ka−

15
8 ,i
| xi ↔ L, xi ↔ Ai

)
≥ c.
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Figure 7: Sketch of the topo-
logical rectangle T with marked
points a, b, c and d from Lemma
4.7. The points e and f are on
the segment (ad) and the path γ
is inside T .

Then let us start proving the lemmas. To do that we need to show that crossings of
topological rectangles exist with constant probability. This is done in ([38], Theorem 1.1)
if the discrete extremal length lΩ[(ab), (cd)] is bounded. From ([38],(3.7)) (see also [39])
we have the following characterisation of the discrete extremal length

lΩ((ab), (cd)) = sup
g:E(Ω)→R+∪{0}

(
infγ:(ab)↔(cd)

∑
e∈γ ge

)2

∑
e g

2
e

where the supremum is over all non-negative, not identically zero functions on the edges.
Using this representation we obtain the following lemma (which is equivalent to Rayleigh’s
monotonicity law).

Lemma 4.7 Let T be a topological rectangles with marked points (abcd). Let e, f be
points on (ad) and γ a path from e to f inside T (see Figure 7). Let T̃ be the points
in T reachable from b in T\γ. Note T̃ is a new topological rectangle with marked points
(abcd). Then,

lT ((ad), (bc)) ≥ lT̃ ((ad), (bc)) as well as lT ((ab), (cd)) ≥ lT̃ ((ab), (cd)) .

Proof. We prove the first inequality, the second follows similarly. Since the graph T̃ is
finite the supremum and infimum are attained and we get some maximizing function g̃
for T̃ . Now, define the function g by extending g̃ with g(e) = 0 whenever e 6∈ T\T̃ . Then,

lT̃ ((ad)↔ (bc)) =

(
infγ:(ad)↔(bc) in T̃

∑
e∈γ g̃e

)2

∑
e g̃

2
e

=

(
infγ:(ad)↔(bc) in T

∑
e∈γ ge

)2

∑
e g

2
e

≤ lT ((ad)↔ (bc)).

The second equality follows since any path γ : (ad)↔ (bc) in T has a subpath γ̃ : (ad)↔
(bc) in T̃ . The inequality follows since the function g is just one element in the supremum
defining the discrete extremal length.

Using Lemma 4.7 we can now prove Lemma 4.5

Proof of Lemma 4.5. Recall the definition of d, d′ from the beginning of section 3. Define
the explored vertices V of the backbone to be all vertices with at least one incident
explored edge. Then define U to be the set of vertices in V (Λ)\(V ∪ Di) with at least
one edge to V . Since γi ∩ Λ2,R(xi) = ∅ there exists at least one ∗-path (i.e. a path that
can also jump diagonally) Pi

∗ in U from d to a vertex in ∂Λc
2(xi). From such a ∗-path P ∗i

we can construct a usual path Pi just going around the plaquette every time Pi
∗ jumps

77



diagonally. Let the first vertex that Pi hits in Λ2(xi)
c be d1 and denote henceforth the

path Pi by (dd1). Define d′1 similarly following the outside of the backbone from d′.
Now, let Λ1(xi)R denote the right half of the box Λ1(xi). Define ai = xi + (1,−1),

bi = xi+(2,−1), a′i = xi+(1, 1) and b′i = xi+(2, 1) see Figure 8. Define Ti,1 = Λ2(xi)\Di.
Then let Si ∈ {0, 1}E(Ti,1) be the event defined by

Si =
{

(aibi)
Ti,1↔ (dd1)

}⋂{
(a′ib

′
i)

Ti,1↔ (d′d′1)
}⋂{

(aia
′
i)

L↔ (bib
′
i)
}
.

I.e. Si ensures that any path from xi to Λc
9i+1 will intersect a cluster of open edges that

in particular hits L. We claim that

Claim 4.8 φΣi(Si) ≥ c.

Proof. We prove that each of the three events defining Si has a positive probability. That

φΣi

(
(aia

′
i)

L↔ (bib
′
i)
)
≥ c

follows from RSW for usual rectangles [37]. Thus, by symmetry it suffices to prove

φΣi((aibi)
Ti,1↔ (dd1)) ≥ c.

Notice that the path (dd1) does not leave the left half of the box Λ2(xi) since the backbone
is only in the left half. If we consider a new topological rectangle Ti,2 to be Λ2(xi)L union
the top-right quarter of A1,2(xi) with the four marked points ai, bi, d, di and where we use
the part of ∂Λ1(xi) from xi + (0, 1) until d as the boundary twice as shown on Figure 8,
then the path (dd1) has the form of γ in Lemma 4.7 so we conclude that

lTi,1 ((aibi), (dd1)) ≤ lTi,2 ((aibi), (dd1)) .

Define ci = xi + (0,−1) and di = xi + (0,−2). Then ci, di are on the segment (dd1) and
thus

lTi,2 ((aibi), (dd1)) ≤ lTi,2 ((aibi), (cidi)) ≤ lTi,3 ((aibi), (cidi)) ≤ c

where we in the last step considered a new topological rectangle Ti,3 where we used the
part of A1,2(xi) enclosed by (aibi) and (cidi) as shown on Figure 8 which has bounded
discrete extremal length. Therefore lTi,1 ((aibi), (dd1)) ≤ c which means by ([38], Theorem
1.1) if that

φΣi

(
(aibi)

Ti,1↔ (dd1)
)
≥ φ0,a

Ti,1,~h

(
(aibi)

Ti,1↔ (dd1)
)
≥ c.

That φΣi(Si) ≥ c then follows from (FKG).

Now, to finish the proof of the lemma note that since {xi ↔ Ai} ∩ Si ⊂ {xi ↔ L} then
by (FKG)

φΣi (xi ↔ L | xi ↔ Ai) ≥ φΣi (Si | xi ↔ Ai) ≥ φΣi (Si) ≥ c.

1. Mass Scaling of the Near-Critical 2D Ising Model using Random Currents

78



Figure 8: a) The backbone and the paths constructed in the steps in the proof of Lemma
4.5. b) The path (aibi)↔ (dd1) is (strictly) inside the domain Ti,1. c) The domain Ti,2 and
the path (aibi)↔ (dd1). d) The domain Ti,3 and an example of the path (aibi)↔ (cidi)

We end by proving Lemma 4.6.

Proof of Lemma 4.6. We use some ideas from Lemma 3.1 in [40]. Consider a square
B = Λ 1

10
(3

2
, 1

20
)+xi corresponding with the previous lemma such that L passes through B.

Define the event S to be Si where there is also a crossing of each of the four (overlapping)
rectangles that make up the annulus A 1

10
, 2
10

(3
2
, 1

20
) around B as shown on Figure 9. By

RSW for usual rectangles and (FKG) we know that φΣi(S) ≥ c. By the definition of Si
from Lemma 4.5 {xi ↔ L}∩S = {xi ↔ B}∩S and so by (FKG) and Lemma 4.5 we get
that

φΣi

(
xi ↔ B | xi Ti↔ Ai,S

)
≥ φΣi

(
xi ↔ L | xi Ti↔ Ai,S

)
≥ c.

Now, since

φΣi

(
N
ka−

15
8 ,i
| xi ↔ L, xi

Ti↔ Ai

)
≥ φΣi

(
N
ka−

15
8 ,i
| xi ↔ B, xi

Ti↔ Ai,S
)
φΣi

(
xi ↔ B | xi Ti↔ Ai,S

)

it suffices to prove that

φΣi

(
N
ka−

15
8 ,i
| xi ↔ B, xi

Ti↔ Ai,S
)
≥ c.

This follows from a second moment estimate. So let NB =
∑

z∈B 1z↔xi . First using the
fact that S ∩ {xi ↔ L} ∩ {z ↔ ∂Λ 3

10
(x)} ⊂ {xi ↔ z} and then by (FKG), (MON) and
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Figure 9: To the right we sketch the situation in Lemma 4.6. We keep the paths that we
have seen exist in Lemma 4.5 with constant probability. Then we use RSW to construct
some more paths encircling the box B as shown. Later in the proof we split the box B
up into dyadic annuli.

(1-arm) we get

E(NB | xi ↔ B, xi
Ti↔ Ai,S) =

∑

z∈B
φΣi

(
xi ↔ z | xi ↔ B, xi

Ti↔ Ai,S
)

≥
∑

z∈B
φΣi

(
z ↔ ∂Λ 3

10
(z) | xi ↔ B, xi

Ti↔ Ai,S
)

≥
∑

z∈B
φ0

Λ 3
10

(z)

(
z ↔ ∂Λ 3

10
(z)
)

=
1

100a2
Ca

1
8 = ca−

15
8 .

Let us then consider the second moment. First we use that S ∩ {xi ↔ B} ∩ {xi Ti↔
Ai} = S ∩ {xi Ti↔ Ai} and φΣi(S) ≥ c and FKG in the form

φΣi(S, xi
Ti↔ Ai) ≥ φΣi(S)φΣi(xi

Ti↔ Ai) ≥ cφΣi(xi
Ti↔ Ai)

and then we do a dyadic summation for each z partitioning B into annuli A2k−1,2k(z) for
k such that −m ≤ k ≤ 0 where m ∈ N is chosen such that A2k−1,2k(x) = ∅ for k < −m.

E(N2
B | xi ↔ B, xi

Ti↔ Ai,S) =
∑

z,y∈B
φΣi

(
xi ↔ z, xi ↔ y | xi ↔ B, xi

Ti↔ Ai,S
)

≤ c

φΣi(xi
Ti↔ Ai)

∑

z,y∈B
φΣi

(
xi ↔ z, xi ↔ y, xi

Ti↔ Ai

)

≤ c

φΣi(xi
Ti↔ Ai)

∑

z∈B

0∑

k=−m

∑

y∈A
2k−1,2k

(z)

φΣi

(
z ↔ ∂Λ2k−2(z), y ↔ ∂Λ2k−2(y), xi ↔ ∂Λ 1

20
, 1
20

(xi)
)

≤
cφΣi(xi ↔ ∂Λ 1

20
, 1
20

(xi))

φΣi(xi
Ti↔ Ai)

∑

z∈B

0∑

k=−m

∑

y∈A
2k−1,2k

(z)

φΣi (z ↔ ∂Λ2k−2(z))φΣi (y ↔ ∂Λ2k−2(y))

≤
∑

z∈B

0∑

k=−m
c1

(
2k

a

)2 ( a

2k−2

) 2
8

= c2a
−2a−2a

1
4

0∑

k=−m
22k− k

4 = c3a
− 15

4
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where we also used (1-arm) several times and that (Mixing) holds at all scales smaller than
our fixed macroscopic scale. The conclusion follows from the Paley-Zygmund inequality

φΣi

(
N
ka−

15
8 ,i
| xi ↔ B, xi

Ti↔ Ai,S
)
≥ ca

15
4
− 15

4 = c.

Finally, let us prove Proposition 3.3.

Proof of Proposition 3.3. By Proposition 4.1 it suffices to prove φΣi

(
xi

T+
i↔ g | xi ↔ Ai

)
≥

c and the similar inequality for T̃ and x̃ which will follow in the same way. First, notice
that by Lemma 4.5 and Lemma 4.6

φΣi

(
N
ka−

15
8 ,i
| xi ↔ Ai

)
≥ φΣi

(
N
ka−

15
8 ,i
| xi ↔ L, xi ↔ Ai

)
φΣi (xi ↔ L | xi ↔ Ai) ≥ c · c.

Now, we can make the following observation using Lemma 2.2 to find

φΣi(xi
T+
i↔ g | xi ↔ Ai) ≥ φΣi

(
N
ka−

15
8 ,i
, xi

T+
i↔ g | xi ↔ Ai

)

= φΣi

(
xi

T+
i↔ g | N

ka−
15
8 ,i
, xi ↔ Ai

)
φΣi

(
N
ka−

15
8 ,i
| xi ↔ Ai

)

≥ tanh
(
ka−

15
8 ha

15
8

)
c ≥ c(k, h).
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On monotonicity and couplings of random currents and

the loop-O(1)-model

Frederik Ravn Klausen

Abstract

Using recent couplings, we provide counterexamples to monotonicity properties of perco-
lation models related to graphical representations of the Ising model. We further prove a
new coupling of the double random current model to the loop-O(1)-model.

1 Introduction

The field of graphical representations of the Ising model has been developing rapidly in the last
50 years. Examples of well-studied models include the random cluster model [1], [2], the random
current representation [3], [4], [5], [6] as well as the loop-O(1)-model [7]. The motivation for
studying these models is that one can link percolative and connectivity properties to phase
transitions and correlation functions of the Ising model. Usually the models are introduced in
their own right, but for the purpose here we define the models directly as percolation models
via their couplings to the loop-O(1)-model [8, Exercise 36], [9, Theorem 3.5], [10] [11]. The
framework provided by these recent couplings greatly simplifies the proofs and counterexamples
given here.

For the definitions, we need the notion of an even subgraph. Given a finite graph G = (V,E)
an even subgraph of (V,F) is a spanning subgraph where each v ∈ V is incident to an even
number of edges in F . The set of even subgraphs of a graph G is denoted E∅(G). A natural
probability measure on E∅(G) is the loop-O(1)-model lx which is given by

lx(g) =
1

Z
x|g|, for each g ∈ E∅(G) (1)

with Z =
∑

g∈E∅(G) x
|g|. Here |g| denotes the number of edges in g and x = tanh(β) as in [11].

For two configurations ω1, ω2 of edges in the graph G we let ω1∪ω2 be the configuration with
the union of the edges in ω1 and ω2 and for two probability measures µ1, µ2 on the configurations
of edges let µ1 ∪µ2 be the measure corresponding to sampling independent configurations with
the law of µ1, µ2 and taking the union of the two configurations. We define µ⊗2 = µ∪µ and let
Px be Bernoulli edge percolation with parameter x ∈ (0, 1). Then we can define the (traced,
sourceless) single random current at inverse temperature β as

Px = lx ∪ P1−
√
1−x2 (2)

and the (FK-Ising, q = 2) random cluster model with p = 1− exp(−2β) by

φβ = φx = lx ∪ Px. (3)
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In Appendix A3 we describe how the previous definitions are related to the standard definitions
in the literature. Using that Pp ∪ Pq = Pp+q−pq we obtain as in (traced, sourceless) double
random current which is the union of two independent single random currents is given by

P⊗2x = l⊗2x ∪ Px2 (4)

and similarly the double random cluster model is φ⊗2x = l⊗2x ∪ Px(2−x).
These models are motivated by being graphical representations of the Ising model. In partic-

ular, we have the following relation between correlation functions [8, (1.5), (4.6)]

P⊗2x (x↔ y) = 〈σxσy〉2 = φβ
2

(x↔ y)2 x, y ∈ V. (5)

where σx, σy are Ising spins and 〈·〉 is the expectation of the Ising measure.
Many tools are available for the random cluster model in particular monotonicity and the

FKG-inequality [8, Theorem 1.6]. In the following, we investigate the monotonicity properties
of the other models some of which turn out to be less well behaved than the random cluster
model.

The first question is motivated by the fact that, by monotonicity of Ising correlations or of the
random cluster model, it follows that x 7→ P⊗2x (x↔ y) = 〈σxσy〉2 = φβ

2
(x↔ y)2 is increasing.

Here and in the following, we define {A↔ B} to be the event that at least one vertex in A is
connected to a vertex in B.

Question 1. [12, Question 2] Is the map x 7→ P⊗2x (A↔ B) increasing for any subsets A,B ⊂
V .

In general, we are also interested in whether the model in itself is monotonic. The next question
is related and with Theorem 3 in mind it can be seen as an easier example of the question from
before.

Conjecture 2. [13, Conjecture 5.1] Let G be an even graph then lx is monotonic.

In the following, we give a counterexample to Conjecture 2 and we give partial results and
counterexamples towards Question 1. Most notably we show that the single random current
measure is not monotonic. In general, for each of the above mentioned percolation models,
we try to understand whether the FKG inequality, monotonicity, monotonicity of connection
events {A ↔ B} and monotonicity of singleton connection events {a ↔ b}, hold. We denote
these properties by FKG, MON, CON and SING respectively.

The double current is more well behaved as it satisfies (SING), we further prove a new coupling
for the double current and discuss its monotonicity properties. Some of the information in the
theorems and counterexamples given is summed up in Table 1.

2 Counterexamples

In this section we give counterexamples to the FKG and monotonicity for the models lx, Px,
and l⊗2x .
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Table 1: Overview of monotonicity properties.
Case lx Px φx l⊗2x P⊗2x φ⊗2x
p(x) 0 1−

√
1− x2 x 0 x2 x(2− x)

FKG × × X × ? X
MON × × X × ? X
CON × × X × ? X
SING × × X × X X

Figure 1: The graph used to construct counterexamples to FKG. The three segments consist
of n,m and l edges respectively. In some examples we let n = l.

2.1 Counterexamples to FKG. Consider the graph in Figure 1 with n = l. The parti-
tion function corresponding to this graph is

Z =
∑

g∈E∅(G)

x|g| = 1 + xn+m + xn+m + x2n.

Let X1 be the event that all edges in the upper n + m loop are open and let X2 be the event
that all edges in the lower n+m loop are open.

2.1.1 Loop-O(1)-model: Notice that lx(X1 ∩ X2) = 0, whereas lx(X1) > 0, lx(X2) > 0
and there is no positive association. A counterexample on an even graph is given in [13].

2.1.2 Single random currents: For the traced single random current we can use the same
example and we get with p(x) = 1−

√
1− x2 that

ZPx(X2) = ZPx(X1) = pn+m + xn+m + xn+mpn + x2npm

and

ZPx(X2 ∩X1) = p2n+m + 2 · xn+mpn + x2npm.

Now, since Z → 1 in the limit x→ 0 the function

x 7→ Px(X2 ∩X1)− Px(X2)Px(X1) =
ZPx(X2 ∩X1)− ZPx(X2)ZPx(X1)

Z2
+

(Z − 1)Px(X2 ∩X1)

Z2
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Figure 2: The graph in question shown as the rightmost graph along with its eight even
subgraphs. We let the outer paths be n edges long and the inner paths be m edges long.
The nodes a and b are marked with dots. We list number of edges of each subgraph, the
corresponding weights and whether a and b are connected in the subgraph.

Subgraph
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.
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.
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.

.

.

.

.

m

m

n

n

Edges 0 2n 2m n+m n+m n+m n+m 2m+ 2n
Weight 1 x2n x2m xn+m xn+m xn+m xn+m x2m+2n

{a↔ b} × × X × × × × X

becomes negative for sufficiently small x. Thus, FKG is not satisfied. Using the same example,
but a slightly more complicated analysis the same counterexample works for l⊗2x we give the
details in the Appendix.

For the double random current this example cannot be used to find a counterexample since
indeed the two events X1 and X2 are positively associated for all n and m.

2.2 Counterexamples to monotonicity. We now give a counterexample to Conjecture
2. Consider the graph shown rightmost on Figure 2 with n edges along the outer paths and
m edges along the inner paths for some even m. Let further a and b be the two points shown.
Then there are 8 possible even subgraphs as shown on Figure 2 where we have also listed their
corresponding weigths. We see that Z = 1 + x2n + x2m + 4xn+m + x2n+2m and as a and b are
connected in the 3rd and the last graph only and therefore

lx(a↔ b) =
x2m + x2m+2n

Z
.

Now, numerical inspection shows that this function is not monotonic for m = 2 and n ≥ 8.
This provides a counterexample to Conjecture 2. The intuition behind the counterexample is
that when x increases we get an interval where it is more likely to sample one of the graphs
with n vertices where a and b are not connected. Similarly, we can use the coupling to the
loop-O(1)-model to calculate the probability that a is connected to b for the single random
current and the double loop-O(1)-model. We do the calculation in the appendix and show
the plot of the functions in Figure 3 where we see that they are not monotone. Remark that
P⊗2x (a↔ b) is always monotone since it satisfies SING.
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Figure 3: Plot of the non-monotonous function for the event {a↔ b} and lx and (n,m) = (18, 2)
(left), Px and (n,m) = (2000, 300) (middle) as well as l⊗2x and (n,m) = (38, 2) (right).

Figure 4: Overview of the couplings and correspondingly the implication diagram for mono-
tonicity and FKG in view of Theorem 3. Each of the thick lines is either a union of the measure
with Bernoulli-percolation (horizontal) or with an independent copy of itself (vertical). Since
we have monotonicity and FKG for Bernoulli percolation it follows from Theorem 3 that we
obtain the properties also along the thick lines (for some suitable graphs and parameters where
we have monotonicity or FKG already). We have indicated the couplings from Theorem 4 and
[9, Corollary 3.6] obtained by picking an even subgraph uniformly at random with dashed lines.

lx Px φx

l⊗2x P⊗2x φ⊗2x
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3 Monotonicity and FKG are stable under unions

One may observe that the counterexample in Figure 3 grow larger in size when going from the
lx to Px. The intuition being that the additional independent Bernoulli percolation, relating
these models, ‘enhances’ properties of monotonicity and positive association. This intuition is
in line with the following theorem which we will use to fill out Table 1. Further, since we know
MON and FKG for percolation the implications along the arrows in Figure 4 follow.

Theorem 3. Suppose that µx and νx are percolation measures monotonic in x. Let µx ∪ νx
have the law of the union of two sets independently sampled. If µx and νx both satisfy FKG
then µx ∪ νx satisfies FKG.

Proof. If x1 < x2, then µx2 stochastically dominates µx1 . We then use Strassen’s characteriza-
tion of stochastic domination. Let Pµ(η, ω) be a coupling of the two. Where η ∼ µx1 , ω ∼ µx2
and Pµ({η ≤ ω}) = 1. Similarly, let Pν(η̃, ω̃) be a coupling of νx1 and νx2 . Then µx1 ∪ νx1
has the law of η ∪ η̃ whereas µx2 ∪ νx2 has the law of ω ∪ ω̃. So the measure distributed as
(η∪ η̃, ω∪ ω̃) is a coupling with the correct marginals and such that η∪ η̃ ≤ ω∪ ω̃ almost surely.
This proves the correct stochastic domination. The proof of the FKG-part is given in [14].

4 A new double current coupling

The counterexamples presented above do not seem to work for the double current. This vaguely
suggest that the double current is similar in qualitative behaviour to the random cluster model,
whereas the single current is more reminiscent of the loop-O(1)-model. The double current also
has the same phase transition as the random cluster model, but it is not known to be the case
for the single current [12, Question 1]. This intuition is further supported by the following new
coupling for the double current which is exactly the same coupling as for the random cluster
model [9, Corollary 3.6].

Theorem 4. Sample a uniform even subgraph from the traced double current. That has the
law of the loop-O(1)-model.

Proof. We use the characterization from Theorem 3.2 in [11] which gives that

P⊗2x (ω) =
1

Z2
|E∅(ω)|

∑

ω1⊂ω,ω1∈E∅(G)

x|ω1|x2|ω2|(1− x2)|E|−|ω|.

Here ω2 = ω/ω1 and compared to Theorem 3.2 in [11] there is an additional sum since a slightly
different measure is considered there. The probability of sampling an even subgraph η is given
as

Pcoup(η) =
∑

ω⊃η

1

|E∅(ω)|P
⊗2
x (ω)

=
1

Z2

∑

ω

∑

ω1∈E∅(G)

1η⊂ω1ω1⊂ωx
|ω1|x2|ω2|(1− x2)|E|−|ω|.
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Now, we can interchange the two sums and then sum over all edges from ω1 ∪ η and upwards.
To do that, we let k denote the number of open edges in ω addition to ω1 ∪ η. Then

Pcoup(η) =
1

Z2

∑

ω1∈E∅(G)

|E|−|η∪ω1|∑

k=0

(|E| − |η ∪ ω1|
k

)
x|ω1|x2(|η∪ω1|+k−|ω1|)(1− x2)|E|−|η∪ω1|−k

=
1

Z2

∑

ω1∈E∅(G)

x−|ω1|x2|η∪ω1| =
1

Z2
x|η|

∑

ω1∈E∅(G)

x|η4ω1| =
1

Z2
Zx|η| = lx(η)

where we used the bionomial theorem and the fact that for a fixed even subgraph η the map
ω1 7→ η4ω1 is a bijection on the set of even subgraphs.

4.1 Monotonicity of 1-edge events. We prove that the event {e is open} is monotonic in
the loop-O(1)-model. We say that e is cyclic if e is part of a loop. Hence by an analogous
argument as in [9, Corollary 3.6] we obtain the following Corollary.

Corollary 5. It holds that

1

2
P⊗2x (e open, cyclic) = lx(e open) =

1

2
φx(e open, cyclic)

and thus by monotonicity of φx one edge events are monotone.

Proof. For any configuration ω if e is open and cyclic in ω it means that it is part of a loop
K. The map η 7→ η4K is a bijection between the set of even subgraphs of ω that contain e
and the even subgraphs of ω that do not contain e. Thus, e is part of exactly half of the even
subgraphs of ω and the probability that e is still open when we pick an even subgraph uniformly
at random is exactly 1

2
. The first equality then follows from Theorem 4 and the second from

the similar coupling from the random cluster model in [9, Theorem 3.1] as in the proof of [9,
Corollary 3.6].

We now show how monotonicity of the 1-edge event for the other models follows.

Corollary 6. Suppose that p : [0, 1] → [0, 1], x 7→ p(x) is non-decreasing and differentiable.
Then

x 7→ (lx ∪ Pp(x))(e open) as well as x 7→ (lx ∪ lx ∪ Pp(x))(e open)

are increasing.

Proof. We have that

(
lx ∪ Pp(x)

)
(e open) =

1∑
g∈E∅(G) x

|g|

∑

g∈E∅(G)

x|g| (1e∈g + p(x)(1e 6∈g))

= lx(e open) + p(x)(1− lx(e open)).
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Hence it follows that (lx ∪ Pp(x))(e open) has positive derivative by Corollary 5 since

lx(e open)′(1− p(x)) + p(x)′(1− lx(e open)) ≥ 0.

To see the second part notice that l⊗2x (e open) = lx(e open) (2− lx(e open)) and hence
l⊗2x (e open)′ ≥ 0.

5 Discussion

On trees P⊗2x ∼ Px2 and φx ∼ Px so the models are not the same, but we might ask if the law
of the cyclic edges is the same for the two models now that the probabilities that an edge is
part of a loop is the same. To see that this is not the case consider again the example in Figure
1. First, we split up a configuration ω = ωc∪̇ωs where ωc are all the cyclic edges in ω and ωs
are the rest. Then look at

P⊗2x (|ωc| = l +m) =
1

Z2

(
x2(l+m) + 2xl+m + x2(l+m)

)
· (1− x2n)

whereas

φx(|ωc| = l +m) =
1

Z
(xl+m + xl+m)(1− xn)

and hence

φx(|ωc| = l +m)

P⊗2x (|ωc| = l +m)
=
(
1 + xn+l + xn+m + xl+m

)
︸ ︷︷ ︸

Z

2xl+m

(1 + xn)2xl+m(1 + xl+m)
6= 1.

We conclude that the distribution of the loops are not quite the same for the double current
and the random cluster model.

With the results at hand, we can now summarize our findings. In conclusion from the basic
results in the introduction, the counterexamples and Theorem 3 used as shown on Figure 4 we
can establish the properties in Table 1. With this overview at hand, it is natural to ask add
the following questions in addition to Question 1.

Question 7. Is the double random current P⊗2x monotonic, does it satisfy FKG?

Notice that our counterexamples do not work for P⊗2x . Further, monotonicity of the random
cluster model can be proven using Holley’s criterion for example in the form of Lemma 1.5 in [8]
. However, this fails for the double random current model for example on the graph considered
in Figure 1. It is further noted that the FKG-lattice condition is not satisfied [15].

Let us mention that apart from the coupling shown above and the fact that we know that
SING is satisfied then it also holds that xo(g1)+o(g2)p(x)|E|−o(g1∪g2) = x2|E|x−o(g14g2) whenever
p(x) = x2. Hence the double random current plays very well together with the structure on
the space of even subgraphs. From the coupling we see that the loops of the double current are
related to the loops of the random cluster model and we hope that the couplings described here
could help resolving Question 7. Further, it might inspire couplings also for the double-current
measure with sources as the one in [16, Thm 3.2].
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Appendix

A1: Counterexample to FKG for l⊗2x

Double loop-O(1)-model: We use the same sets as in the counterexample for lx. In Tables 2
and 3 all the possible configurations and whether they belong to X1 and X2 are listed. Thus,
the corresponding probabilties are

l⊗2x (X1) =
2xn+m + 3x2(n+m) + 4x3n+m

Z2
= l⊗2x (X2)

whereas

l⊗2x (X1 ∩X2) =
2x2(n+m) + 4x3n+m

Z2
.

Hence when we compare and use that Z = 1 +O(x) we see that

l⊗2x (X1)l
⊗2
x (X2)− l⊗2x (X1 ∩X2)Z

2 = 4x2n+2m + o(x2n+2m)− 2x2(n+m) + o(x2n+2m)

= 2x2n+2m + o(x2n+2m)

which is positive for x sufficiently small. Again since Z ≥ 1 this means that FKG is not
satisified.

A2: Explicit formulas for l⊗2x (a↔ b) and Px(a↔ b)

Single random currents: To see that for single random currents SING is not generally satisfied
we continue the example from the loop-O(1)-model which is shown in Figure 2 with n = l. and
in addition sample percolation with probability p(x) = 1 −

√
1− x2 on each edge. Let also

m′ = m
2

then we can calculate the probabilities using the coupling.
The main difficulty is when we get the empty subgraph. In that case we split up and count

after how often we open all the edges in the segments of length m′ (from a, b to the one of the
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Table 2: Double Loop-O(1)-model: Overview of when the event X1 is satisfied. The rows and
columns represent the even subgraph sampled in each of the two independent copies of lx.

∅ n+m upper n+m lower 2n
∅ X

n+m upper X X X X
n+m lower X X

2n X X

Table 3: Double Loop-O(1)-model: Overview of when X1 ∩X2 is satisfied.
∅ n+m upper n+m lower 2n

∅
n+m upper X X
n+m lower X X

2n X X

vertices with valence four). If we open three of more m′-segments a and b will be connected -
this happens with probability 4p3m

′
(1− pm′) + p4m

′
. If we open at most one m′-segment a and

b are not connected. Further, there are 4 ways of opening exactly two m′ segments each with
probability p2m

′
(1 − pm′)2 in two of the combinations a and b are connected and in the other

two they are connected with probability 2pn − p2n. So if we in the loop-O(1)-model sample
the empty subgraph the probability that a and b are connected after sampling percolation is
f(p) =

(
4p3m

′
(1− pm′) + p4m

′
+ p2m

′
(1− pm′)2 (2 + 2(2pn − p2n))

)
.

That means the total probability becomes

Px(a↔ b) =
1 · f(p) + x2n · (2pm′ − p2m′)2 + x2m + 4 · xn+m · (2pm′ − p2m′) + x2n+2m

Z
.

Here we have plotted Px(a ↔ b) in Figure 3 for (n,m) = (2000, 300) where we see that the
function is not monotone.

Double loop-O(1)-model: For l⊗2x we have to written out the 8× 8 table in Table 4 where we
plot all pairs of even subgraphs. Using the Table we obtain the following function.

l⊗2x ({a↔ b}) =
1

Z2

(
2x2mZ − x4m + 2x2n+2mZ − x4n+4m − 2 · x2n+4m + 8x2n+2m

)
.

We have plotted the function for (n,m) = (2, 18) in Figure 3 showing that monotonicity and
in particular SING also fails for l⊗2x .

A3: Couplings

In this appendix, we show how the definitions above correspond to the usual definitions of
the (traced, sourceless) single random current and the random cluster model. Thereby giving
a slightly different and self-contained proof of the relations from [8, Exercise 36] see also [9,
Theorem 3.5], [10] [11, Theorem 3.1]. Using x = tanh(β) recovers our definitions.
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Table 4: Double Loop-O(1)-model and all pairs of even subgraphs. We list whether {a ↔ b}.
With the arrows we indicate if the upper or low path of length n or m is open.

∅ 2m n ↑ +m ↑ n ↑ +m ↓ n ↓ +m ↑ n ↓ +m ↓ 2n 2n+ 2m
∅ X X

2m X X X X X X X X
n ↑ +m ↑ X X X X
n ↑ +m ↓ X X X X
n ↓ +m ↑ X X X X
n ↓ +m ↓ X X X X

2n X X
2n+ 2m X X X X X X X X

Theorem 8. Defining the (traced, sourceless) single random current and the random cluster
model as in [8] it holds that

• ltanh(β) ∪ P1−cosh(β)−1 = Ptanh(β)

• ltanh(β) ∪ Ptanh(β) = φβ.

Proof. To prove the first relation, consider all sourceless currents m such that m̂ = n. For each
sourceless current m let u(m) be the set of edges with an uneven number. Since the current is
sourceless u(m) has to be an even spanning subgraph and conversely for every even spanning
subgraph γ gives rise to some m with u(m) = γ. Summing the weight of all such m we find
that the relative weight of γ is

∑

m|u(m)=γ

w(m) =

(∏

e∈γ

∑

ne≥0

β2ne+1

(2ne + 1)!

)(∏

e 6∈γ

∑

ne≥0

β2ne

(2ne)!

)
= sinh(β)o(γ) cosh(β)|E|−o(γ) ∝ tanh(β)o(γ).

Notice that this is exactly the relative weight of γ in the loop-O(1)-model. Now, given that the
uneven edges are γ to compute the relative weight of n we need a positive number for all the
remaining (even) edges of n and the current has to be 0 at the edges that are closed in n. This

has weights cosh(β)−1
cosh(β)

and 1
cosh(β)

for each edge respectively. Since the edges are independent

given their parity this is exactly Bernoulli percolation with parameter 1− cosh(β)−1.

For the second relation, notice that x
1−x = tanh(β)

1−tanh(β) = p
2(1−p) with p = 1 − exp(−2β). Let

η be an even spanning subgraph of ω. There are E−o(η) closed edges left and we have to open
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o(ω)− o(η) of them. Hence E − o(ω) have to stay closed. Thus,

∑

∂η=∅
P(ω | η)lβ(η) =

∑

∂η=∅,η≤ω
xo(ω)−o(η)(1− x)E−o(ω)xo(η)

∝
(

x

1− x

)o(ω) ∑

∂η=∅,η≤ω
1 ∝

(
p

2(1− p)

)o(ω)
2k(ω)+o(ω) ∝ po(ω)(1− p)c(ω)2k(ω) ∝ φp(ω)

where we used that a graph with k connected components, |E| edges and |V | vertices has
2k+|E|−|V | even spanning subgraphs.

It now follows that

P⊗2x = Px ∪ Px = lx ∪ P1−
√
1−x2 ∪ lx ∪ P1−

√
1−x2 = l⊗2x ∪ P2(1−

√
1−x2)−(1−

√
1−x2)2 = l⊗2x ∪ Px2

where we used that Pp ∪ Pq = Pp+q−pq as stated two lines below (3). That φ⊗2x = l⊗2x ∪ Px(2−x)
follows by a similar and simpler computation.
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Strict monotonicity, continuity and bounds on the

Kertész line for the random-cluster model on Zd

Ulrik Thinggaard Hansen and Frederik Ravn Klausen

Abstract

Ising and Potts models can be studied using the Fortuin–Kasteleyn representation
through the Edwards-Sokal coupling. This adapts to the setting where the models are
exposed to an external field of strength h > 0. In this representation, which is also known
as the random-cluster model, the Kertész line is the curve which separates two regions of
the parameter space defined according to the existence of an infinite cluster in Zd. This
signifies a geometric phase transition between the ordered and disordered phases even in
cases where a thermodynamic phase transition does not occur. In this article, we prove
strict monotonicity and continuity of the Kertész line. Furthermore, we give new rigorous
bounds that are asymptotically correct in the limit h → 0 complementing the bounds
from [J. Ruiz and M. Wouts. On the Kertész line: Some rigorous bounds. Journal of
Mathematical Physics, 49:053303, May 2008, [1]] , which were asymptotically correct for
h → ∞. Finally, using a cluster expansion, we investigate the continuity of the Kertész
line phase transition.

1 Introduction

The random-cluster model [2] has been under intense investigation the last 30 years. The model
generalises the Fortuin-Kasteleyn graphical representation of the Ising model [3] to a graphical
representation of all Potts models.

Highlights in the investigations in two dimensions are the calculation of the critical point
for all 1 ≤ q < ∞ in [4], sharpness of the phase transition [5], the scaling relations of critical
exponents [6] as well as the rigorous determination of the domain of parameters where the
phase transition is continuous [7, 8]. In higher dimensions, or in the presence of a magnetic
field, results are scarcer with most recent efforts focusing on the near-critical planar regime
[9, 10, 11, 12].

A magnetic field is implemented in the random-cluster model using Griffith’s ghost vertex,
which is an additional vertex connected to all other vertices in the graph. The Kertész line then
separates two regions which are defined according to whether or not there is percolation without
using the ghost vertex. The Kertész line transition need not correspond to a thermodynamic
phase transition (i.e. a point where the free energy is not analytic). For example, by the Lee-
Yang Theorem, the free energy of the Ising model is analytic for all h 6= 0 [13, 14]. Thus, passing
through the domain where h > 0, one never encounters a thermodynamic phase transition.
Nevertheless, in the random-cluster model, the percolative behaviour may change and thereby
signify a geometric phase transition which separates an ordered phase from a disordered phase
even at h > 0. This phase transition defines the Kertész line.

The Kertész line was first studied by Kertész in [15] and further discussed in [1, 16, 17, 18].
Kertész noted that there is no contradiction between the analyticity of the free energy and the
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geometric phase transition. It was proven in [16] that for large q and small h > 0, where the
phase transition is first order, that the Kertész line and the thermodynamic phase transition
line coincide.

An interesting feature of the problem is that it involves three variables (p, q, h) and its study
has to delve into the trade-off between the decorrelating effect of h on the edges in Zd, the order-
enhancing effect of the inverse temperature governed by the parameter p and the monotonically
decreasing behaviour in q.

Organisation of the paper and main results

The random-cluster measure on a finite graph G = (V,E) with a distinguished vertex g, pa-
rameters p ∈ (0, 1) and q > 1 and external field h > 0 is the measure on {0, 1}E given by

φp,q,h,G[{ω}] =
1

Zp,q,h,G
po(ωin)(1− p)c(ωin)p

o(ωg)
h (1− ph)o(ωg)qκ(ω),

where ωg is the restriction of ω to the set of edges adjacent to g, ωin is the restriction of ω to
the set of edges not adjacent to g, o(·) denotes the number of open edges and κ(·) the number

of components. Finally, ph = 1− exp
(
− q
q−1

h
)
.

In our paper, G will be a subgraph of Zd with a single external vertex g (called the ghost) added,
which is connected to every other vertex. As one fixes two of the three parameters p, q, h and
varies the third, the model exhibits a (possibly trivial) percolation phase transition at a point
which we denote pc(q, h), qc(p, h) and hc(p, q) respectively. The Kertész line is exactly the set
of such points of phase transition. A more precise definition will be given later. We shall often
omit one of the variables from notation. In such a case, we consider the omitted variable fixed.

After catching the reader up on some preliminaries, our first order of business in Section 3 is
to use the techniques from [19] to prove the following:

Theorem 1.1. Let d ≥ 2. Then, the maps q 7→ pc(q, h), p 7→ qc(p, h) and h 7→ qc(p, h) are
strictly increasing and the map h 7→ pc(q, h) is strictly decreasing. Furthermore, q 7→ hc(p, q) is
strictly increasing on (qc(p, 0),∞) and p 7→ hc(p, q) is strictly decreasing on (pc(1, 0), pc(q, 0)).

Continuity follows from the strict monotonicity and thus, that the Kertész line is aptly named
- it is, indeed, a curve. In particular, this proves that hc(p) > 0 for all p ∈ (pc(1, 0), pc(q, 0)) as
was conjectured in [17, Remark 4].

Corollary 1.2. The Kertész line h 7→ pc(q, h) (and p 7→ hc(p, q)) is continuous.

Proof. Suppose that h 7→ pc(q, h) were strictly decreasing but discontinuous at h0. Denote
by p+

c = suph>h0
pc(q, h) and by p−c = infh<h0 pc(q, h). Then, we see that for p ∈ (p+

c , p
−
c ),

there is no percolation at (p, h) for h < h0, but there is percolation for h > h0. Accordingly,
p 7→ hc(p, q) would be constant on (p−c , p

+
c ). Thus, the corollary follows by contraposition.

Then, in Section 4, we obtain new upper and lower bounds on the Kertész line improving
those of [1]. In particular, we obtain bounds that asymptotically tend to the correct value in
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the limit h→ 0 complementing the bounds from [1], which asymptotically matched the correct
value for h→∞.

Theorem 1.3. There exists an explicit function arctanhq such that, for any q ∈ [1,∞) and any
d ≥ 2, it holds that

hc(p) ≤ arctanhq

(√
1

q − 1

(
q

qc(p, 0)
− 1

))
.

In particular, in the special case of the planar Ising model q = 2, this reduces to

hc(p) ≤ arctanh

(√
2

qc(p, 0)
− 1

)
= arctanh

(√
2(1− p)2

p2
− 1

)
.

Our methods include a generalisation of a recent lemma from [10] concerning the probability
of clusters in ωin connecting to the ghost which allows us to obtain a stochastic domination
result. This allows to bound the model at (p, q, h) from below by the model at (p, q′(h), 0) for
some explicit value of q′(h). The game is then to make h large enough that q′(h) < qc(p), so
that we achieve percolation. We note that our results here transfer to improve results on the
random field Ising model, which was analysed using the Kertész line in [17].
In order to get a lower bound for the Kertész line, we employ techniques from [20] to obtain

the following: Set µ := (2d+1)2d+1

(2d)2d and Λk = [−k, k]d ∩ Zd.

Theorem 1.4. Suppose that p < pc(q, 0) and that δ = µ−4d and let k be the smallest k such
that

φ1
p,q,0,Λ3k

[Λk ↔ ∂Λ3k] <
δ

2
.

Then, there is no percolation at (p, h) for

ph < 1−
(

1− δ

2

)1/|Λ3k|
.

In Section 5 , we adapt the cluster expansion to this particular setup and use it to prove
that the phase transition across the Kertész line is continuous when h is sufficiently large. This
complements the results of [16], where the Pirogov-Sinai theory was used to prove that the
phase transition is discontinuous for sufficiently large q and sufficiently small h > 0. More
precisely, let Z = limn→∞

log(ZΛn )

|Λn| denote the pressure. We then prove the following:

Theorem 1.5. There is a function h0(q, d) such that for h > h0(q, d), Z is an analytic function
of p. Explicitly,

h0(q) =





(
1 + 1

q−1

)−1

(log(2) + log(q − 1) + 2d+ (2d+ 1) log(2d+ 1)− 2d log(2d)) q ≥ 2
(

1 + 1
q−1

)−1

(log(q) + 2d+ (2d+ 1) log(2d+ 1)− 2d log(2d)) q ∈ (1, 2).
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We have plotted the function h0 in Figure 5.
Finally, in Section 6, we provide an outlook on further questions on the Kertész line. We

discuss continuity and to what extent the Kertész line always coinsides with the line of max-
imal correlation length. Finally, we briefly other models, namely the Loop-O(1) and random
current models, for which there is a natural notion of a Kertész line, but which lack the sort of
monotonicity which is crucial to the study of the random-cluster model.

The aim of this paper is two-fold. On the one hand, we aim to answer questions about the
Kertész line of the Ising model. On the other, we try to provide a unifying account of the
problem, a display of the many different (at times, rather standard) techniques from around
the field of percolation that may aid in attacking the problem.

2 Preliminaries

We first introduce the Potts model, of which the random-cluster model is a graphical represen-
tation. We follow the notation of [21] which we also refer to for further information.

Potts and random-cluster models

For some finite graph G = (V,E) the Ising model is a probability distributions on the configu-
ration space Ω = {−1,+1}V . The q-state Potts model is a generalisation on the configuration
space (Tq)V , where Tq is defined as follows:

Definition 2.1. We define Tq to be the vertices of a q-simplex in Rq−1 containing 1 :=
(1, 0, 0, 0, ..., 0) as a vertex and such that

〈x, y〉 =

{
1 x = y

− 1
q−1

else

for all vertices x and y of the simplex.

Note that one recovers the spin space {−1,+1} of the Ising model for q = 2. Throughout, for
a subgraph G = (V,E) of some graph G = (V,E), we shall denote by ∂eG the edge boundary
of G, i.e. the set of edges in E with one end-point in V and one end-point outside it. Similarly,
the vertex boundary ∂vG of G is the set of vertices in V incident to edges in ∂eG. The Potts
Hamiltonian with boundary condition b, where b = 0 corresponds to free boundary conditions
and b = 1 corresponds to boundary condition of all spins pointing in the same direction, is
defined as follows.

Definition 2.2. For a finite subgraph G = (V,E) of an infinite graph G, b ∈ {0, 1}, and
σ ∈ TVq , we define the Hamiltonian

Hb(σ) = −




∑

e=(i,j)∈E
〈σi, σj〉+ 1{b=1}

∑

e=(i,j)∈∂eG
i∈V

〈σi,1〉



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We define the q-state Potts Model partition function with boundary condition b ∈ {0, 1}, inverse
temperature β, and external field h as

Zb,q
β,h(G) =

∑

σ∈TVq

e−βH
b(σ)+h

∑
i〈σi,1〉

The probability of a configuration σ ∈ TVq is then given by

µb,qβ,h[{σ}] =
1

Zb,q
β,h(G)

e−βH
b(σ)+h

∑
i〈σi,1〉.

The random-cluster model is a graphical representation of the Potts model which is of inde-
pendent interest. In particular, its correlation functions define an interpolation between those
of the Potts model for non-integer q.

Definition 2.3. For a finite subgraph G = (V,E) of an infinite graph G, q ≥ 1, vector p =
{pe}e∈E ∈ [0, 1]E and partition ξ of ∂vG, the random-cluster measure on G with boundary
condition ξ is the probability measure φξp,q,G on {0, 1}E which, to each ω ∈ {0, 1}E, assigns the
probability

φξp,q,G[{ω}] =
1

Zξ
p,q,G

qκ
ξ(ω)

∏

e∈E
pω(e)
e (1− pe)1−ω(e),

where κξ is the number of connected components in the graph

Gξ
ω = (V,Eω)/ ∼ξ,

Eω := {e ∈ E| ω(e) = 1}, ∼ξ is the equivalence relation with equivalence classes given by ξ and

Zξ
p,q,G is a normalising constant called the partition function.

Eω is called the set of open edges and dually, E \ Eω is called the set of closed edges.

Remark 2.4. Two boundary conditions are of special interest. These are the wired respectively
free boundary conditions denoted as ξ = 1 and ξ = 0 respectively. ξ = 1 corresponds to the
trivial partition where all boundary vertices belong to the same class and ξ = 0 corresponds to
the trivial partition where all boundary vertices belong to distinct classes.

Proposition 2.5 (Domain Markov Property). If G1 = (V1, E1) ⊆ G2 = (V2, E2) are two finite
subgraphs of an infinite graph G, we write ω1 := ω|E1 and ω2 := ω |E2\E1. Then,

φξp,q,G2
[ω1 ∈ A| ω2] = φ

ξω2
p,q,G1

[A]

where v and w belong to the same element of ξω2 if and only if they are connected by a path
(that might possibly have length 0) in ((V2 \ V1), Eω2)/ ∼ξ.
Definition 2.6. For an infinite graph G = (V,E), we say that a probability measure φp,q on
{0, 1}E is an infinite-volume random-cluster measure on G if, for any finite subgraph
G = (V,E) of G, we write ω1 = ω|E and ω2 = ω|Ec and have

φp,q[ω1 ∈ A| ω2] = φ
ξω2
p,q,G[A],

where v and w belong to the same element of ξω2 if and only if they are connected by a path in
(V \ V,Eω2).
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Remark 2.7. Two natural infinite volume measures occur as monotonic limits of finite volume
ones. For an increasing sequence Gn = (Vn, En) with G = ∪∞n=1Gn, we define

φ1
p,q,G[A] = lim

n→∞
φ1
p,q,Gn [A]

φ0
p,q,G[A] = lim

n→∞
φ0
p,q,Gn [A]

for all increasing1 events A depending only on finitely many edges (so that the probabilities on
the right-hand side are well-defined eventually). It is easy to check that the limit does not depend
on the choice of sequence Gn. Since such events are intersection-stable and generate the product
σ-algebra of {0, 1}E, this determines the two (possibly equal) infinite volume measures uniquely.
That these limits define probability measures is a standard consequence of Banach-Alaoglu, since
{0, 1}E is compact.

For our purposes, the infinite graph G = (V,E) will always be an augmented version of Zd
where we add an extra vertex g, called the ghost vertex, such that the set of vertices for each
d ≥ 2 becomes V = Zd ∪ {g} and the set of edges is

E = {(x, y) ∈ Zd| ‖x− y‖∞ = 1} ∪ {(x, g)| x ∈ Zd},

with the former set denoting the usual nearest neighbour edge set Ed of Zd, which we shall refer
to as the inner edges, and the latter denoting the so-called ghost edges Eg after Griffiths (see,
for example, [21]).
Similarly, we will work with the implicit assumption that a finite subgraph G = (V,E) of G
always has edge sets of the form

E = {(x, y) ∈ E| x, y ∈ V },

i.e. G is the subgraph induced by V .
This also gives a natural partition of E = Ein ∪ Eg similar to that of E.

One class of finite subgraphs of special interest is the class of boxes

Λk(v) = {w ∈ Zd| ‖v − w‖∞ ≤ k} ∪ {g},

for a fixed vertex v ∈ V.
The connection of the random-cluster model to the Potts Model goes through the Edwards-
Sokal coupling (see, for instance, [21]). For any finite subgraph G of G, we have

Zb
p,q,G = e−β|E|−h|V |Zb,q

β,h,G

for the specific choice of edge parameters

pe =




p := 1− exp

(
− q
q−1

β
)

e ∈ Ed
ph := 1− exp

(
− q
q−1

h
)

e ∈ Eg.
(1)

1In the interest of the flow of the article, we have postponed the formal definition to Definition 2.9 below.
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In keeping with this, we will simply write measure

φξp,q,h,G[{ω}] =
1

Zξ
p,q,h,G

po(ωin)(1− p)c(ωin)p
o(ωg)
h (1− ph)c(ωg),

with o(ωin), respectively c(ωin), denoting the number of open, respectively closed edges, in Ein

- and similarly for the ghost edges.

Remark 2.8. The case q = 1, henceforth called Bernoulli percolation, is somewhat particular.
Here, the state of the edges becomes a product measure and (1) no longer gives a translation be-
tween an external field strength h and an edge parameter ph. As such, for Bernoulli percolation,
we shall instead directly write

Pp,ph,G := φp,1,G,

where pe = p for e ∈ Ein and pe = ph for e ∈ Eg.
Note that, by independence, Pp,ph,G is the same for any boundary condition and thus, we drop
it from the notation.

Throughout, we shall think of h as an enhancing parameter boosting the number of interior
edges rather than being an edge parameter. This is because the percolation properties of the
ghost vertex g itself are trivial. In other words, when studying the random-cluster model, if
ω ∼ φp,q,h,G, we are interested in the percolation phase transition of the marginal ωin := ω|Ed ,
the distribution of which we will denote simply by φp,q,h,Zd . More precisely, we define the critical
parameter pc = pc(q, h, d) as

pc := inf{p| θ(p, q, h) > 0},
where θ(p, q, h) = φ1

p,q,h,Zd [0 ↔ ∞] is the probability that 0 is part of an infinite connected

component of inner edges (the cluster of the ghost vertex g is trivially infinite almost surely for
h > 0). When θ(p, q, h) > 0 (and correspondingly, an infinite cluster exists almost surely), we
say that the model percolates.

The random-cluster model has many nice properties. First of all, it is a graphical represen-
tation of the Potts model in the sense that for all x, y ∈ V of some subgraph G of G, whether
finite or infinite, (see [21, (1.5)]),

φbp,q,h,G[x↔ y] = µb,qβ,h,G[σx · σy],

where x ↔ y denotes the event that there is an open path connecting x and y in (V,Eω) and
b ∈ {0, 1}. For any graph G = (V,E) (finite or infinite), there is a natural partial order �
on the space of percolation configurations {0, 1}E. We say that ω � ω′ if ω(e) ≤ ω′(e) for all
e ∈ E ∪ Eg. This furthermore gives us a notion of events which respect the partial order.

Definition 2.9. We call an event A increasing if, for any ω ∈ A, it holds that ω � ω′ implies
ω′ ∈ A.
For two percolation measures φ1, φ2 we say that φ1 is stochastically dominated by φ2 if φ1[A] ≤
φ2[A] for all increasing events A. We will also denote this order relation as φ1 � φ2.
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The study of increasing events turns out to be natural due to the fact that they are all
positively correlated (see [21]).

Proposition 2.10 (FKG). For any two increasing events A,B, any (p, q, h), any boundary
condition ξ and graph G, we have

φξp,q,h,G[A]φξp,q,h,G[B] ≤ φξp,q,h,G[A ∩B].

In particular, φξp,q,h,G � φξp,q,h,G(·|A).

Furthermore, the random-cluster model carries many other natural monotonicity properties
in the sense of stochastic domination (see [21]), making it a natural dependent percolation
processes to study.

Theorem 2.11. For the random-cluster model on some subgraph G of G (finite or infinite),
the following relations hold:

i) φξp0,q0,h0,G
is monotonic in ξ in the sense that if ξ′ is a finer partition than ξ, we have

φξ
′

p,q,h,G � φξp,q,h,G

for any parameters (p, q, h).

ii) φ is increasing in p, h and decreasing in q, i.e. if p′ ≥ p and h′ ≥ h and q′ ≤ q, we have

φξp,q,h,G � φξp′,q′,h′,G

for any boundary condition ξ.

iii) The random-cluster model is comparable to Bernoulli percolation in the following sense:
for pe still given by (1), we have

Pp̃,p̃h,G � φξp,q,h,G � Pp,ph,G

for any boundary condition ξ, where p̃ = p
p+q(1−p) and p̃h = ph

ph+q(1−ph)
.

It follows from iii) that for d ≥ 2, q ≥ 1, h ≥ 0, the random-cluster model always has a
non-trivial phase transition, meaning that pc ∈ (0, 1).
Furthermore, any of these stochastic domination relations can be realised as a so-called increas-
ing coupling. That is, for any two of the above above measures µ and ν, if µ � ν, there exists
a measure P on {(ω1, ω2)| ω1, ω2 ∈ {0, 1}E} with the property that P[ω1 � ω2] = 1 and for any
event A,

P[ω1 ∈ A] = µ[A]

P[ω2 ∈ A] = ν[A]

For an explicit construction, see [21, Lemma 1.5].
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Definition of the Kertész line

In the following we introduce the Kertész line following [17], see also [1, 15].

Definition 2.12. Suppose that q and d are fixed. Then the Kertész line is defined by

hc(p) = hc(p, q, d) = sup{h ≥ 0 | θ(p, q, h) = 0},

i.e. hc(p) is the largest h such that p ≤ pc(q, h, d).

The facts that {0↔∞} is an increasing event and φ1
p,q,h,Zd is monotone in p imply that the

Kertész line is monotonically decreasing in p. Furthermore, translation invariance as well as
monotonicity of φ1

p,q,h,Zd in h implies that the Kertész line separates {(p, h) | p ≥ 0, h ≥ 0} into

two regions with and without an infinite cluster of inner edges. If p > pc := pc(q, 0, d), then
monotonicity in h implies that hc(p) = 0. Stochastic domination of the random-cluster model
by Bernoulli bond percolation (see Theorem 2.11) implies that if p < pB := pc(1, 0, d), then
hc(p) =∞ (see [17], Section 3).

In [17, Theorem 7-8], it is proven that if p ∈ (pB, pc), then 0 < hc(p) < ∞ except for the
case where p is close to pc where strict positivity of the Kertész line is not proven. This will
be proven in the next section, thereby settling the question of whether the Kertész line for the
random-cluster model on Zd is always non-trivial.

Probability of connecting to the ghost given configuration of inner
edges

In the following, we generalise [10, Lemma 2.4], which is stated only in the case of FK-Ising (i.e.
q = 2), to the setting of the random-cluster model for q ∈ [1,∞). This generalisation, which is
straight forward, was first noted in the appendix of [22]. The lemma and some of the bounds
that follow from it are more easily stated if we define the function tanhq : [0,∞)→ [0, 1) by

tanhq(x) =
1− e−2x

(q − 1)e−2x + 1
.

Notice that tanh2 = tanh, that tanhq is strictly increasing, satisfies tanhq([0,∞)) = [0, 1) and
has an inverse which we call arctanhq : [0, 1)→ [0,∞) given by

arctanhq(x) =
1

2
log

(
(q − 1)x+ 1

1− x

)
.

Then, we can state the following lemma.

Lemma 2.13. Suppose that G is a finite graph and that a configuration of inner edges ωin has
clusters C1, . . . , Cn. Then, for each 1 ≤ i ≤ n,

φ0
p,q,h,G[Ci ↔ g | ωin] = tanhq(h|Ci|)

and the events {Ci ↔ g} are mutually independent given ωin .
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Proof. First, we look at inner edges and compute

Z0
p,q,h,Gφ

0
p,q,h,G[{ωin}] = po(ωin)(1− p)c(ωin)q

n∏

j=1


 ∑

f∈{0,1}Cj
p
o(f)
h (1− ph)c(f)(q 1{Cj 6↔g}+1{Cj↔g})




with o(f) respectively c(f) denoting the number of open respectively closed ghost edges in Ci.
From this decomposition, conditional independence follows. Now, to obtain the desired form,
note that we get a factor of q from the cluster Ci if and only if all the edges are closed and
thus, we can write the sum as

∑

f∈{0,1}Ci
p
o(Ci(f))
h (1− ph)c(Ci(f))(q 1{Ci 6↔g}) + 1{Ci↔g})

= q(1− ph)|Ci| +
∑

f∈{0,1}Ci
p
o(Ci(f))
h (1− ph)c(Ci(f)) − (1− ph)|Ci|

= (q − 1)(1− ph)|Ci| + 1 = (q − 1)e−2h|Ci| + 1.

This then means that

Z0
p,q,h,Gφ

0
p,q,h,G[{ωin}] = po(ωin)(1− p)c(ωin)q

n∏

j=1

(
(q − 1)e−2h|Cj | + 1

)
.

Then, we are ready to compute

φ0
p,q,h,G[Ci ↔ g | ωin] =

φ0
p,q,h,G[{Ci ↔ g} ∩ {ωin}]

φ0
p,q,h,G[{ωin}]

=
1− e−2h|Ci|

(q − 1)e−2h|Ci| + 1
= tanhq(h|Ci|),

which proves the formula.

Since the lemma is true uniformly in finite volume it transfers to the infinite volume limit.

3 Strict monotonicity

We prove that the Kertész line is strictly monotone in all of its parameters. All the following
results are uniform in the boundary conditions, so we shall suppress them for ease of notation.
The proofs all follow the strategy from [19] rather closely.

In doing so, we will need the following elementary lemma:

Lemma 3.1. Let G = (V,E) be a finite graph, F some finite, totally ordered set, ν a probability
measure on {η : E → F} and (Uj)1≤j≤|E| a family of i.i.d. uniform random variables. For any
enumeration (ej)1≤j≤|E| of E, if we recursively define

X(e1) = min

{
f ∈ F

∣∣∣ U1 ≤
∑

g≤f
ν[η(e1) = g]

}

X(ej+1) = min

{
f ∈ F

∣∣∣ Uj+1 ≤
∑

g≤f
ν[η(ej+1) = g| η(ei) = X(ei) ∀i ≤ j]

}
,
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then X ∼ ν.

Proof. This follows from the Law of Total Probability as soon as we establish that X(e) has
the correct marginal for every e. For e = e1, we simply see that

P[X(e1) = f ] = P

[∑

g<f

ν[η(e1) = g] < U1 ≤
∑

g≤f
ν[η(e1) = g]

]
= ν[η(e1) = f ].

The same calculation shows that X(ej+1) has the correct conditional law given (X(ei))1≤i≤j
and thus, the proposition follows by finite induction.

Next, in order to prove Theorem 1.1, we prove the following technical proposition, which is in
the spirit of [19, Theorem 2.3] (where a similar comparison result between p− and q−derivatives
at h = 0 is proved).

Proposition 3.2. There exist strictly positive smooth functions α, γ : (0, 1)×(0,∞)×(1,∞)→
R such that, for any finite subgraph G of G containing g and any increasing event A depending
only on the edges of G, we have

α(p, q, h)
∂

∂h
φp,q,h,G[A] ≤ ∂

∂p
φp,q,h,G[A] ≤ γ(p, q, h)

∂

∂h
φp,q,h,G[A].

Proof. We are going to give the explicit construction of γ. The construction of α is analogous.
A direct calculation shows that

∂

∂p
φp,q,h,G[A] =

1

p(1− p) Cov[o(ωin),1A]

∂

∂h
φp,q,h,G[A] =

1

ph(1− ph)
Cov[o(ωg)1A].

If (ω1, ω2) denotes an increasing coupling with marginals ω1 ∼ φp,q,h,G and ω2 ∼ φp,q,h,G(·|A),
we get that

Cov[o(ωin),1A] = φp,q,h,G[A]E[o(ω2,in)− o(ω1,in)]

Cov[o(ωg),1A] = φp,q,h,G[A]E[o(ω2,g)− o(ω1,g)].

Thus, we are finished if we can establish that E[o(ω2,in) − o(ω1,in)] and E[o(ω2,g) − (ω1,g)] are
comparable.

This, however, turns out to be easy, because

E[o(ω2,in)− o(ω1,in)] =
∑

e∈Ein

P[ω2(e) = 1, ω1(e) = 0] (2)

E[o(ω2,g)− o(ω1,g)] =
∑

e∈Eg

P[ω2(e) = 1, ω1(e) = 0]. (3)
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Throughout, for e ∈ E, we let Be denote the event [ω2(e) = 1, ω1(e) = 0]. For v ∈ V \ {g}, let
Bv denote the event that all neighbouring edges of v in Zd are closed in ω1 and Gv denote the
event that the ghost edge (v, g) is open in ω1.

If v and w are the two end-points of e, we claim that

P[Bv ∩Gw|Be] ≥ (1− p)2d−1 ph
ph + q(1− ph)

.

To see this, we apply Lemma 3.1 with F = {(0, 0), (1, 0), (1, 1)} (with the obvious ordering)
and any enumeration such that e1 = e, e2 = (w, g) and e3, ..., e2d+1 are some enumeration of the
other neighbours of v. Allowing ourselves the slight abuse of notation of keeping our letters,
we get that

P[Bv ∩Gw|Be] ≥ P

[{
U2 ≥

ph
ph + q(1− ph)

}
∩

2d+1⋂

j=3

{Uj ≤ (1− p)}
∣∣∣∣∣ Be

]
,

where we have used iii) in Theorem 2.11 to bound the conditional distribution of ω1 from above
and from below by Bernoulli percolation. To establish the above claim, we simply note that Be

is measurable with respect to the σ-algebra generated by U1.
Now, on the event Bv ∩ Gw ∩ Be, the end-points of (v, g) are disconnected in ω1 and so, we

get

P[ω1((v, g)) = 1|Be ∩Bv ∩Gw] = φ0
p,q,h,{v,g}[(v, g)] =

ph
ph + q(1− ph)

,

by applying Lemma 3.1 in a similar fashion.
Meanwhile, the end-points are connected in ω2, so that

P[ω2((v, g) = 1)|Be ∩Bv ∩Gw] ≥ φ1
p,q,h,{v,g}[(v, g)] = ph,

where we have used the FKG-inequality (Proposition 2.10). All in all, we get that

P[B(v,g)|Be] ≥
(
ph −

ph
ph + q(1− ph)

)
ph

ph + q(1− ph)
(1− p)2d−1 := γ′

Thus, for every inner edge e, pick an end-point v(e). Since any given vertex v belongs to at
most 2d different inner edges, we get that

γ′E[o(ω2,in)− o(ω1,in)] ≤
∑

e∈Ein

P[B(v(e),g)|Be]P[Be] ≤ 2d
∑

v∈V
P[B(v,g)] ≤ 2d

∑

e∈Eg

P[Be].

Defining γ := 2dph(1−ph)
γ′p(1−p) completes the construction.

Meanwhile, the following is a direct analogue of [19, Theorem 2.3] for the case with h > 0.

Proposition 3.3. There exist strictly positive smooth functions α, γ : (0, 1)×(0,∞)×(1,∞)→
R such that, for any finite subgraph G of G containing g and any increasing event A depending
only on the edges of G, we have

−α(p, q, h)
∂

∂q
φp,q,h,G[A] ≤ ∂

∂p
φp,q,h,G[A] +

∂

∂h
φp,q,h,G[A] ≤ −γ(p, q, h)

∂

∂q
φp,q,h,G[A].
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Figure 1: Sketch of the event Bv ∩ Gw ∩ Be from the
proof of Proposition 3.2. With dotted lines we denote
closed edges and with solid lines open edges. The edge in
question (v, g) is not depicted. The probability that it is
open differs in the two cases ω1 and ω2.

Proof. Similarly to the previous result, one obtains via a direct calculation that

∂

∂q
φp,q,h,G[A] =

1

q
Cov[1A, κ],

where κ denotes the number of components of a configuration (counted according to the ap-
propriate boundary conditions). Once again, letting (ω1, ω2) denote some increasing coupling
of ω1 ∼ φp,q,h,G and ω2 ∼ φp,q,h,G[·|A], we get

−Cov[1A, κ] = φp,q,h,G[A]E[κ(ω1)− κ(ω2)].

It is immediate that

κ(ω1)− κ(ω2) ≤ o(ω2,in)− o(ω1,in) + o(ω2,g)− o(ω1,g),

which allows one to construct α using (2) from the proof of the previous proposition.
For the other inequality, let NI(ω1, ω2) denote the number of vertices which are isolated in ω1

but not in ω2. Then, again, since ω1 � ω2, it holds that

κ(ω1)− κ(ω2) ≥ 1

2
NI(ω1, ω2) =

1

2

∑

v∈V
1Iv ,

where Iv is the event that v is isolated in ω1 but not in ω2. Just like before, for every edge e
incident to v, one can argue the existence of some smooth function γ′ such that

P[Iv|Be] ≥ γ′.
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Summing over them all, we get that

P[Iv] ≥
γ′

2d

∑

e∼v
P[Be],

Using that any edge is incident to exactly two vertices, we have

E[κ(ω1)− κ(ω2)] ≥ 2γ′

4d

∑

e∈E
P[Be] ≥

γ′

2d
(E[o(ω2,in)− o(ω1,in)] + E[o(ω2,g)− o(ω1,g)]) ,

from which γ may be constructed easily.

Finally, we are in position to prove the main result.

Proof of Theorem 1.1 :We are going to prove that h 7→ pc(q, h) is strictly decreasing. The
other statements are proven completely analogously. Consider q fixed and let α(p, h) be the
function from Proposition 3.2. For (p, h), let `p,h = (`1

p,h, `
2
p,h) : (T−p,h, T

+
p,h)→ (0, 1)× (0,∞) be

the integral curve of the vector field (−1, α) started at (p, h), i.e. a maximal solution to

d

dt
`p,h(t) = (−1, α(`p,h(t)))

`p,h(0) = (p, h).

The existence of such a solution is completely standard ODE fare. For instance, one may appeal
to the Picard-Lindelöf Theorem.

Now, for any finite subgraph G of G containing g and any increasing event A, we find that

d

dt
φ`1p,h(t),q,`2p,h(t),G[A] =

d

dt
`p,h(t) · ∇φ`1p,h(t),q,`2p,h(t),G[A] ≤ 0,

by construction of α. SinceA was arbitrary, we conclude that φ`1p,h(t1),q,`2p,h(t1),G � φ`1p,h(t2),q,`2p,h(t2),G

for t1 < t2. Furthermore, since G was arbitrary, this extends to any infinite volume limits.
Let h < h′ be such that `pc(h),h(t) intersects R × {h′} and denote by (p̃, h′) the point of

intersection. Since α > 0, the second coordinate of `p,h(t) is strictly increasing in t and the first
coordinate strictly decreasing. Thus, p̃ < pc(h).

For any p > p̃, let (p̂, h) denote the intersection of `p,h′(t) with R × {h}. Then, since the
paths of the different integral curves are either identical or non-intersecting, we must have that
p̂ > pc(h). Thus, we have that φp̂,q,h almost surely percolates.

However, φp̂,q,h � φp,q,h′ , so we conclude that φp,q,h′ almost surely percolates. We conclude
that

pc(h
′) ≤ p̃ < pc(h),

which is what we wanted.
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Figure 2: The points (pc(h), h), (p̃, h′), (p, h′), (p̂, h) as
well as the integral curves from the proof of Theorem
1.1.

4 Stochastic Domination and bounds

In this section, we investigate conditions for stochastic domination. Since the event {0↔∞} is
increasing, stochastic domination results directly transfer to bounds on the Kertész line. Here
and in the following, let ri = pi

1−pi and Hi = phi
1−phi for i ∈ {1, 2}.

Theorem 4.1. Suppose that 0 ≤ p2 ≤ p1 ≤ 1, qi ∈ [1,∞), hi ≥ 0 for i ∈ {1, 2} and that for all
positive integers n,m it holds that

r2

q2

((q2 − 1) tanhq2(nh2) tanhq2(mh2) + 1) ≤ r1

q1

((q1 − 1) tanhq1(nh1) tanhq1(mh1) + 1) .

Then, for any increasing event A that only depends on the inner edges, we have

φp2,q2,h2 [A] ≤ φp1,q1,h1 [A].

Letting p1 = p2 and h2 = 0 and using that tanhq1 is increasing, we obtain the following results
from which our bounds will follow.

Corollary 4.2. Suppose that q1, q2 ∈ [1,∞) and h1 ≥ 0 are such that

1

q2

≤ 1

q1

(
(q1 − 1) tanhq1(h1)2 + 1

)
.

Then, for any increasing event A that only depends on the inner edges,

φp,q2,0[A] ≤ φp,q1,h1 [A].

In order to obtain the result, we modify an argument from [2, Theorem 3.21].
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Proof of Theorem 4.1. Again, we prove the result uniformly over all finite graphs G. This then
transfers to any infinite-volume limits.
Let X be an increasing random variable which only depends on inner edges. Then,

φpj ,qj ,hj ,G[X] =
1

Zj

∑

ωin∈{0,1}Ein

r
o(ωin)
j X(ωin)

∑

ωg∈{0,1}Eg

H
o(ωg)
j q

κ(ω)
j ,

where we have abbreviated Zj := (1− pj)|E|(1− phj)|V |Zξ
pj ,qj ,hj ,G

.
Now, define the random variable Y depending on inner edges ωin by

Y (ωin) =
r
o(ωin)
1

∑
ωg
H
o(ωg)
1 q

κ(ω)
1

r
o(ωin)
2

∑
ωg
H
o(ωg)
2 q

κ(ω)
2

.

This lets us rewrite

φp1,q1,h1,G[X] =
Z2

Z1

1

Z2

∑

ωin

X[ωin]Y (ωin)r
o(ωin)
2

∑

ωg

H
o(ωg)
2 q

κ(ω)
2 =

Z2

Z1

φp2,q2,h2,G[XY ].

Letting X = 1, one gets

1 = φp1,q1,h1,G[1] =
Z2

Z1

∑

ωin

Y (ωin)r
o(ωin)
2

∑

ωg

H
o(ωg)
2 qκ(ω)

w ,

from which we can conclude

φp1,q1,h1,G[X] =
φp2,q2,h2,G[XY ]

φp2,q2,h2,G(Y )
.

Now, if we can prove that Y is increasing, then by FKG, we get that φp2,q2,h2,G[X] ≤ φp1,q1,h1,G[X],
since X is increasing. Since X was arbitrary, this would prove the stochastic domination be-
tween the marginals on Ein.
Therefore, in the following, we focus on Y and whether it is increasing. Let an edge e = (x, y)
be given. Then, the condition for Y to be increasing is Y (ωin) ≤ Y (ωein) where ωe denotes the
configuration ω where we have opened the edge e if it was closed in ω. If we let {x↔ y} denote
the event that the end-points x, y of e are connected (possibly using the ghost), then

κ(ωe) = κ(ω)1{x↔y}(ω) + (κ(ω)− 1)1{x 6↔y}(ω).

Thus, we get that Y is increasing if and only if

Y (ωin) ≤ Y (ωein) =
r
o(ωein)
1

∑
ωg
H
o(ωg)
1

(
q
κ(ω)
1 1{x↔y}(ω) + 1

q1
q
κ(ω)
1 1{x 6↔y}(ω)

)

r
o(ωein)
2

∑
ωg
H
o(ωg)
2

(
q
κ(ω)
2 1{x↔y}(ω) + 1

q2
q
κ(ω)
2 1{x 6↔y}(ω)

) .
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Notice that for i ∈ {1, 2} any event A and configuration of internal edges ωin, then

φpi,qi,hi,G[A | ωin] =
φpi,qi,hi,G[A ∩ {ωin}]
φpi,qi,hi,G[{ωin}]

=
r
o(ωin)
i

∑
ωg
H
o(ωg)
i q

κ(ω)
i 1A

r
o(ωin)
i

∑
ωg
H
o(ωg)
i q

κ(ω)
i

=

∑
ωg
H
o(ωg)
i q

κ(ω)
i 1A

∑
ωg
H
o(ωg)
i q

κ(ω)
i

,

which makes the inequality above equivalent to

r2

((
1− 1

q2

)
φp2,q2,h2,G[x↔ y | ωin] +

1

q2

)
≤ r1

((
1− 1

q1

)
φp1,q1,h1,G[x↔ y | ωin] +

1

q1

)
.

(4)

If x and y are connected with the inner edges then the condition is just r2 ≤ r1 which again is
equivalent to p1 ≥ p2. If we let Cx be the cluster of x in ωin, then we can rewrite the previous
inequality using Lemma 2.13 to obtain

r2

q2

((q2 − 1) tanhq2(|Cx|h2) tanhq2(|Cy|h2) + 1) ≤ r1

q1

((q1 − 1) tanhq1(|Cx|h1) tanhq1(|Cy|h1) + 1) .

The main statement now follows since |Cx| and |Cy| are positive integers.

4.1 Upper bound on the Kertész line

For any dimension d ≥ 2 the random-cluster model has a phase transition for q ∈ [1,∞) at

some pc(q). For example it is proven [4] for d = 2 that pc(q, 0) =
√
q

1+
√
q
. It is proven in [19] that

pc(q) is strictly monotone and Lipschitz continuous in q as a function from [1,∞) → [pB, 1)
for all d ≥ 2.2 Therefore, it has an inverse function qc : [pB, 1) → [1,∞) such that (p, qc(p)) is

critical. When d = 2, inverting the relation before yields qc(p, 0) =
(

p
1−p

)2

.

Proof of Theorem 1.3. We know that for every ε > 0 then there is percolation at (p+ε, qc(p), 0).
Then, by Theorem 4.1 we get that there is also percolation for (p+ ε, q, h) as long as

1

qc(p, 0)
≤ 1

q

(
(q − 1) tanhq(h)2 + 1

)
.

Then, for fixed q, since tanhq is increasing, the minimal h where the inequality is satisfied is the

h that satisfies the equality

√
1
q−1

(
q

qc(p,0)
− 1
)

= tanhq(h). Using again that tanhq is strictly

monotone yields the theorem.

Analytically, we can see that the bound has the correct behaviour in the limits. The bound

becomes infinite whenever 1
q−1

(
q

qc(p,0)
− 1
)

= 1, i.e. when qc(p, 0) = 1, which again means that

2One may see that pc(q) is surjective as follows: For any p, the probability of crossing the annulus Λ3 \ Λ1

can be made arbitrarily small by increasing q. The methods from Section 4.3 may then be employed to see that
there is no percolation at (p, q).
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Figure 3: The upper bound for the Kertész line in d = 2
proven in Theorem 1.3 (solid) as well as Theorem 4.4
(dashed) for q = 1.1, 2, 10 in red, blue and green respec-
tively. The solid upper bound tends to pc(q, 0) in the
limit h → 0. All the bounds have the correct limit as
h→∞.

p = pB. Similarly, the bound tends to 0 whenever 1
q−1

(
q

qc(p,0)
− 1
)

= 0, i.e. q = qc(p, 0), which

means that p = pc(q, 0). In Figure 3 we have plotted this upper bound. Notice that, in contrast
to the bounds from [1], it gives the correct limit when h→ 0.

Remark 4.3. One may note that our techniques allow one to use something about the random-
cluster model for q 6= 2 to gain information about the Ising model where q = 2.

Upper bound using the Bernoulli percolation threshold

Before, we used knowledge about the phase transition at h = 0 to infer knowledge about the
Kertész line at all h ≥ 0. In the following, we use a similar trick where we use that if p = pB +ε
where pB(d) is the critical p of Bernoulli percolation, then there is percolation without using
the ghost for h sufficiently large. In d = 2 we can then use Kesten’s celebrated result that
pB(2) = 1

2
(see [23]). For d = 2 the method does not produce a better bound than the bound in

Theorem 1.3, but if one only has knowledge about the phase transition of Bernoulli percolation
in higher dimensions and not the random-cluster model, it can produce a better bound than
Theorem 1.3.

Theorem 4.4. Let q ∈ [1,∞) and rB = pB
1−pB where pB(d) is the critical parameter of Bernoulli
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percolation in d dimensions. Then, the following upper bound on the Kertész line holds:

hc(p) ≤ arctanhq

(√
1

q − 1

(
qrB

1− p
p
− 1

))
.

In particular, if d = 2 and q = 2 corresponding to the planar Ising model we obtain

hc(p) ≤ arctanh

(√
2

1− p
p
− 1

)
.

Proof. In Theorem 4.1 we let (p1, q1, h1) = (p1, q, h1) for some p1 ≥ pB as well as (p2, q2, h2) =
(pB + ε, q,N) for some small ε > 0 and arbitrarily large N . Then the condition for stochastic
domination is that

r2 ((q − 1) tanhq(h2n) tanhq(h2m) + 1) ≤ r1 ((q − 1) tanhq(h1n) tanhq(h1m) + 1) (5)

for all positive integers n,m. Notice that we have tanhq(h2n) ≤ 1 and therefore

r2 ((q − 1) tanhq(h2n) tanhq(h2m) + 1) ≤ qr2.

Since n,m ≥ 1 then tanhq(h1n) ≥ tanhq(h1) and thus

r1

(
(q − 1) tanhq(h1)2 + 1

)
≤ r1 ((q − 1) tanhq(h1n) tanhq(h1m) + 1) .

Thus, it is sufficient for (5) and therefore stochastic domination that

qr2 ≤ r1

(
(q − 1) tanhq(h1)2 + 1

)
.

Picking r2 = rB = pB
1−pB as well as recalling that r1 = p

1−p we obtain that it is sufficient that

arctanhq

(√
1

q − 1

(
qrB

1− p
p
− 1

))
≤ h1.

To finish the proof, we note that there is percolation at (p2, q2, h2) so long as N is chosen large
enough.

4.2 Lower bound on the Kertész line

In this section, we give a lower bound on the Kertész line following the strategy in [20] for
proving exponential decay of cluster sizes (which, in particular, implies a lack of percolation).
The arguments rely on nothing but sharpness of the subcritical phase (as is known from [5]).

Lemma 4.5. Let S be a finite subset of Zd. Then, there exists a subset TS ⊆ S such that
|TS| ≥ |S|

4d
and for every v, w ∈ TS, we have that ‖v − w‖L1 ≥ 4.
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Remark 4.6. By considering S = Λk and letting k →∞, we get that the bound is sharp.

Proof. Note that

S =
⋃

τ∈[0,3]d

S ∩ (τ + 4Zd),

implying that there exists τ0 ∈ [0, 3]d such that |S ∩ (τ0 + 4Zd)| ≥ |S|
4d

. It is easily seen that
TS := S ∩ (τ0 + 4Zd) also has the desired separation property.

In the following, we let An denote the set of connected subsets of Zd containing 0 and exactly
n vertices. It is a classic result that |An| has an exponential growth rate. For instance, Lemma

5.1 in [24] shows that |An| ≤
(

(2d+1)2d+1

(2d)2d

)n
:= µn.

Proof of Theorem 1.4. For each v ∈ 2kZd, define X(v) = 1[Λk(v)↔ ∂Λ3k(v)], which is a site
percolation process on 2kZd.

Given a v ∈ 2kZd, we let Cω(v) be the cluster of v in ωin, CX(v) be the set of w ∈ 2kZd
such that d(w,Cω(v)) ≤ k. Note that if |Cω(v)| > 3d|Λk|, then every w ∈ CX(v) is open in X.

Furthermore, if |Cω(v)| ≥ N then |CX(v)| ≥
⌊

N
|Λk|

⌋
:= n.

To account for the magnetic field, we will need to control the density of ghost edges. For each
v ∈ 2kZd, we say that v is good if every ghost edge in Λ3k(v) is closed. Otherwise, we say that
v is bad. Interchangeably, we will say that the box itself is good respectively bad. We denote
the process of bad boxes by B, i.e. B(v) = 1[v is bad].

We will now let N > 3d|Λk| and bound the quantity φp,q,h(|Cω(v)| ≥ N) ≤ φp,q,h(|CX(v)| ≥ n).
If |CX(v)| ≥ n, then we know that there is an open connected S in X containing v and exactly
n vertices. Hence, by a union bound,

φp,q,h,G[|CX(v)| ≥ n] ≤
∑

S⊆2kZd,
S/(2k)∈An

φp,q,h,G[S open in X].

Now, by Lemma 4.5, we can pick a thinned set TS of at least |S|
4d

vertices, such that for w,w′ ∈ TS,
we have Λ3k(w) ∩ Λ3k(w

′) = {g} 3. For a given w ∈ TS, we have, by the Domain Markov
Property, that if Ec

k(w) denotes the complement of the edges between vertices in Λ3k(w),

φp,q,h,G[X(w) = 1| ω|Eck(w)] ≤ φp,q,h,G[B(w) = 1| ω|Eck(w)] + φ1
p,q,0,Λ3k(w)[X(w) = 1].

Furthermore, by Theorem 2.11, we have

φp,q,h,G[B(w) = 1| ω|Eck(w)] ≤ 1− (1− ph)|Λ3k|.

Consequently,

φp,q,h,G

[ ⋂

w∈TS
{X(w) = 1}

]
≤
∏

w∈TS

(
φ1
p,q,0,Λ3k(w)[X(w) = 1] + 1− (1− ph)|Λ3k|) .
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Figure 4: A representation of the coarse-graining scheme
in the proof of Theorem 1.4. The dots illustrate the grid
2kZ2. With the dotted lines we indicate the boxes Λk(v)
and Λ3k(v) around a point v. Notice that since the cluster
S enters the box Λk(v) this means that X(v) = 1. With
the red dots we indicate bad sites in 2kZ2. In the proof,
we use that, for sufficiently small h, these bad sites are
very uncommon.

Adding all of this together yields

φp,q,h,G[|CX(v)| ≥ n] ≤
∑

S⊆2kZd,
S/(2k)∈An

φp,q,h,G[S open in X]

≤
∑

S⊆2kZd,
S/(2k)∈An

φp,q,h,G[∩w∈TS{X(w) = 1}]

≤
∑

S⊆2kZd,
S/(2k)∈An

∏

w∈TS

(
φ1
p,0,Λ3k(w)[X(w) = 1] + 1− (1− ph)|Λ3k|)

≤
∑

S⊆2kZd,
S/(2k)∈An

(φ1
p,q,0,Λ3k(w)[X(w) = 1] + 1− (1− ph)|Λ3k|)|S|/4

d

≤
(
µ4d
(
φ1
p,q,0,Λ3k(0)[X(0) = 1] + 1− (1− ph)|Λ3k|)

)n/4d
,

3Notice that, since Λ3k(w) and Λ3k(w′) only have a single vertex in common, the wired measure on the union
is a product measure of the wired measure on each box.
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which decays to 0 if 1− (1− ph)|Λ3k| < δ
2
. This is attained for

ph < 1−
(

1− 1

2µ4d

)1/|Λ3k|
= 1−

(
1− δ

2

)1/|Λ3k|
.

We conclude this section with a discussion of the bounds and the tangent at (pc, q, 0) .

4.3 Discussion of the tangent at (pc, q, 0) for d = 2

We now use the correlation length to get a slightly more explicit lower bound under the con-
jectural assumption of the existence of critical exponents. In the following we consider fixed
q ∈ [1, 4]. As in [6, (1.5)] we define the correlation length ξ for h = 0 for p < pc by

ξ = − lim
n→∞

n

log
(
φ1
p,q,0 (0↔ ∂Λn)

) .

By a union bound, we have

φ1
p,q,0 [0↔ ∂Λ3n] ≤ φ1

p,q,0,Λ3n
[Λn ↔ ∂Λ3n] ≤ φ1

p,q,0,Λ3n
[∪x∈∂vΛn(x↔ ∂Λ3n)] ≤ 8nφ1

p,q,0,Λ3n
[0↔ ∂Λ2n]

implying that

e−
3n
ξ

+o(n) ≤ φ1
p,q,0,Λ3n

(Λn ↔ ∂Λ3n) ≤ e−
2n
ξ

+o(n).

It is further expected that there exist constants C1, C2, C > 0 such that

C1e
−C n

ξ ≤ φ1
p,q,0,Λ3n

(Λn ↔ ∂Λ3n) ≤ C2e
−C n

ξ . (6)

uniformly in p for fixed q. In the following, we will assume (6). Then,

C2e
−C n

ξ <
µ−16

2

is satisfied for

n >
16

C
ξ log(µ) + C3.

So choose k = 16
C
ξ log(µ) + C3 + 1. Now, by Bernoulli’s inequality, we see that

1

18µ16k2
< 1−

(
1− 1

2µ16

)1/|Λ3k|
.

Thus, it is sufficient for the assumption in Theorem 1.4 that

ph <
1

18µ16k2
=

1

18µ16(16
C
ξ log(µ) + C3 + 1)2

=
1

C4ξ2 +O(ξ)
.
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in the limit ξ → ∞. Now, in the planar case d = 2, the correlation length ξ(p) is conjectured
[6] to have the form

ξ(p) ∼ C|p− pc|−ν

for some critical q dependent exponent ν which has the form

ν(q) =
2 arccos

(
−
√
q

2

)

6 arccos
(
−
√
q

2

)
− 3π

∈
[

2

3
,
4

3

]

for q ∈ [1, 4]. In the particular case of the Ising model, the conjecture is that ν(2) = 1. Thus,
under that conjecture using µ = 55

44 , our condition becomes

ph <
1

18µ16k2
= C|p− pc|2ν

for some constant C > 0. Using the fact that ph(h) = 1− e−2h is approximately linear in h for
small h, we see that the tangent of the bound is asymptotically flat as p→ pc. The bound has
horizontal tangent and this holds for all 1 ≤ q ≤ 4 since it is conjectured that 2ν(q) > 1 for all
q ∈ [1, 4].

In conclusion, we notice that both our upper and lower bounds tend to the correct value
(pc, q, 0) as h → 0. Thereby, the bounds complement those of [1], that are best for large h,
i.e. around the Bernoulli percolation threshold. However, in our bounds the asymptote for the
lower bound is horizontal and for the upper bound, it is vertical as shown in Figure 3. Since
the lower bound is asymptotically horizontal, this leaves open the natural question of what the
inclination of the tangent is at the point (pc, q, 0).
Numerical evidence for the planar Ising case [25] observed β

βc
− 1 ∼ chκ in the limit h → 0

for a κ = 0.534(3), where it is noticed that 1
βδ

= 8
15
≈ 0.533 (for the definition of the critical

exponents β, δ see [25]). Now, using that β − βc and p − pc have a linear relationship when
both are small yields that p− pc ∼ chκ or equivalently that

Conjecture 4.7. In the limit p→ pc it holds for some constant c > 0 that

hc(p) ∼ c(p− pc)
15
8 .

This indicates that the lower bound is almost optimal and one would have to improve the
upper bound. In, particular this leaves plenty of further work concerning the asymptotic
behaviour of the Kertész line for h → 0. A potential starting point for this program could be
[6, Lemma 8.5] which was also used in [12] to gain knowledge about the correlation length in a
non-zero magnetic field.
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5 Continuity of the Kertész line phase transition

There are several ways to define continuity of a phase transition: One relates to whether or
not θ(pc) = 0 (or, equivalently, µ1

βc
(σ0 · 1) = 0) and another to whether the infinite-volume

measures φ1
pc and φ0

pc coincide or not (or whether µ1
βc

= µ0
βc

). A third perspective pertains to
the regularity of the pressure

Z = lim
n→∞

log(Z1(Λn))

|Λn|
,

where Z1 denotes the partition function of either the random-cluster model or the Potts model.
Indeed, one can show that Z is convex as a function of p (or β) and hence, admits left and right
derivatives everywhere (see [21, Exercise 21]). These take the form

∂

∂p+
Z = φ1

p,q,h[ωe]
∂

∂p−
Z = φ0

p,q,h[ωe],

where φbp,q,h[ωe] denotes the probability that a given inner edge e is open 4.
Furthermore, by Proposition 4.6 in [2], φ1

p,q,h,Zd = φ0
p,q,h,Zd if and only if these probabilities agree.

Accordingly, these two measures are different at pc if and only if Z fails to be C1. Furthermore,
non-uniqueness of the infinite volume measure would imply that θ(pc) > 0. To see this last
implication, one might simply note that for any increasing event A depending only on finitely
many edges,

φ1
p,q,h,Zd [A ∩ (0 6↔ ∞)] = sup

k
φ1
p,q,h,Zd [A ∩ (0 6↔ Λk)] ≤ sup

k
φ0
p,q,h,Λk

[A] = φ0
p,q,h,Zd [A]

and hence, φ1
p,q,h = φ0

p,q,h if φ1
p,q,h[0 ↔ ∞] = 0. In particular, this means that a discontinuous

geometric phase transition implies a (first order) thermodynamic one. By contraposition, this
means that the analyticity of the pressure, which we prove below, rules out only thermodynamic
phase transitions.

The converse direction, that θ(pc) > 0 if and only φ1
pc 6= φ0

pc , is subtle, since a general proof
would imply that θ(pc, 1, 0) = 0, which remains perhaps the single largest open question in all
of percolation theory. Indeed, in [26], an example is given of several random-cluster models
which have unique infinite volume measures at pc, but such that θ(pc) > 0, meaning that the
converse being true would have to rely upon the specific structure of Zd.
Thus, we shall spend this section focusing on the characterisation of phase transition via regu-
larity of the pressure Z. Following [14], we extract a cluster expansion for the random-cluster
model in order to prove Theorem 1.5.

For the proof, we start with the case of the Potts model.

Lemma 5.1. For any finite subgraph G of an infinite graph G and β, h > 0, we have

Z1,q
β,h(G) =eβ|E|eh|V |

∑

G′=(V ′,E′)⊆G
e−β|E

′|Z̃0,q−1
β,0 (G′)e−(1+ 1

q−1
)(h|V ′|+β|∂eG′|)

:=eβ|E|+h|V |Ξq
β,h(G),

4By translation invariance of the infinite-volume measure, this probability does not depend on the choice of
inner edge.
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where Z̃0,q−1 is constructed by taking spins amongst the q − 1 spins in Tq different from 1.

Proof. For σ ∈ TVq , let G′(σ) denote the subgraph of G with vertex-set {i ∈ V | σi 6= 1}. Then,
clearly

Z1,q
β,h(G) =

∑

G′=(V ′,E′)⊆G

∑

σ∈Tq
G′(σ)=G′

e−βH
1(σ)+h

∑
i∈V 〈σi,1〉

=
∑

G′=(V ′,E′)⊆G
eβ|E\(E

′∪∂eG′)|eh|V \V
′|e−

β
q−1
|∂eG′|e−

h
q−1
|V ′| ∑

σ∈(Tq\{1})V ′
e−βH

0(σ)

= eβ|E|eh|V |
∑

G′=(V ′,E′)⊆G
e−h(1+ 1

q−1
)|V ′|e−β(1+ 1

q−1
)|∂eG′|e−|E

′|Z̃0,q−1
β,0 ,

which is what we wanted.

If H and H ′ are two finite, disjoint subgraphs of a larger graph G, then clearly, Z̃b,q
β,h(H ∪

H ′) = Z̃b,q
β,h(H)Z̃b,q

β,h(H
′). Hence, by decomposing G′ into a tuple of connected components

S = (S1, S2, ..., Sm), we get that

Ξq
β,h(G) =

∑

S∈Γ

∏

S∈S
wqh,β(S)

∏

S 6=S′∈S
δ(S, S ′),

where Γ is the set of connected subgraphs of G and for S = (VS, ES),

wqβ,h(S) = e−β|ES |(S)e−(1+ 1
q−1

)(h|VS |+β|∂eS|)Z̃0,q−1
β,0

and
δ(S, S ′) = 1{d(S,S′)>1},

where d(S, S ′) = infx∈S,y∈S′ ‖x− y‖`1 . Thus, we have written Ξq
β,h(G) as the partition function

of a polymer model with hardcore interactions.
It is worth noting that, since q ≥ 2,

Z̃0,q−1
β,0 (S) ≤ (q − 1)|VS |eβ|ES |,

so that, in fact,

wqβ,h(S) ≤ (q − 1)|VS |e−(1+ 1
q−1

)(h|VS |+β|∂eS|).

Lemma 5.2. Assume that G ⊆ Zd, let B(S) denote the set of vertices within `1 distance 1 of
S and a(S) = |B(s)|. Then, if Γ∞,d is the set of all connected subgraphs of Zd and S ′ denotes
some fixed element of Γ, we get that

∑

S∈Γ

wqβ,h(S)ea(S)(1− δ(S, S ′)) ≤ a(S ′) max
j∈B(S′)

∑

j∈S∈Γ∞,d

wqβ,h(S)ea(S).
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Proof. Note that the only positive contributions to the sum on the left-hand side come from S
such that d(S, S ′) ≥ 1. Thus,

∑

S∈Γ

wqβ,h(S)ea(S)(1− δ(S, S ′)) ≤
∑

j∈B(S′)

∑

j∈S∈Γ

wqβ,h(S)ea(S),

from which the lemma follows immediately.

Recall the function h0 from Theorem 1.5.

Lemma 5.3. For any h > h0(q, d), we have
∑

0∈S∈Γ∞,d

wqβ,h(S)ea(S) < 1.

Remark 5.4. By translation invariance, it suffices to consider j = 0.

Proof. We see that

∑

0∈S∈Γ∞,d

wqβ,h(S)ea(S) =
∞∑

k=1

e−(1+ 1
q−1

)hk
∑

0∈S∈Γ∞,d
|VS |=k

e(a(S))e−β|ES |Z̃0,q−1
β,0 (S)e−(1+ 1

q−1
)β|∂eS|

≤
∞∑

k=1

(q − 1)ke−(1+ 1
q−1

)hke2dk|{S ∈ Γ∞,d| |VS| = k, 0 ∈ VS}|

≤
∞∑

k=1

(q − 1)ke−(1+ 1
q−1

)hke2dk

(
(2d+ 1)2d+1

(2d)2d

)k
,

where, in the last line, we have once again used Lemma 5.1 in [24]. The right hand side is, of
course, a geometric sum which is convergent with a sum less than 1 for h > h0(q, d). Thus, this
case of Theorem 1.5 follows from [14, Theorem 5.4].

Corollary 5.5. The above results carry over to the partition function of the random-cluster
model with wired boundary conditions for non-integer q.

Proof. For integer q, note that, by the Edwards-Sokal Coupling, we have

Ξq
β,h(G) = e−β|E|e−h|V |Z1,q

β,h(G) =
∑

ωin∈{0,1}E

∑

ωg∈{0,1}V
po(ωin)(1− p)c(ωin)p

o(ωg)
h (1− ph)c(ωg)qκ

1(ω,ωg)

for β = − q−1
q

log(1− p) and h = − q−1
q

log(1− ph).
Note that only the pairing of β and p depends on the inner product in Tq, whereas the role
of the factor of qκ(ω) is to cancel with the uniformly random colouring in the Edwards-Sokal
coupling.
Therefore, when considering fewer colours, we still have

e−β|ES |Z̃0,q−1
β,0 (S) =

∑

ω∈{0,1}Es
po(ω)(1− p)c(ω)(q − 1)κ(ω),
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Hence, redefining

wqp,h(S) =
∑

ω∈{0,1}Es
po(ω)(1− p)c(ω)(q − 1)κ(ω)e−(1+ 1

q−1
)(h|VS |+β(p)|∂eS|)

represents the random-cluster model partition function with wired boundary conditions as a
polymer model for arbitrary q ≥ 1. Here, we have inverted the formula (1) to get β(p) =
q−1
q

log(1− p).
For q ≥ 2, since any vertex belongs to at most one component, it remains true that

∑

ω∈{0,1}Es
po(ω)(1− p)c(ω)(q − 1)κ(ω) ≤

∑

ω∈{0,1}Es
po(ω)(1− p)c(ω)(q − 1)|VS | = (q − 1)|VS |,

and so, we retain the convergent cluster expansion above with the same bounds.
For q ∈ (1, 2), we instead use that (q − 1)κ(ω) ≤ (q − 1) to get

∑

ω∈{0,1}Es
po(ω)(1− p)c(ω)(q − 1)κ(ω) ≤ q − 1.

Thus, in this case,

∑

0∈S∈Γ∞,d

wqp,h(S)ea(S) ≤ (q − 1)
∑

k=1

e−(1+ 1
q−1

)hke2dk

(
(2d+ 1)2d+1

(2d)2d

)
,

and we once again get convergence for h > h0(q, d).

In [16], discontinuity was proven using the Pirogov-Sinai theory. There, it was proven for
d ≥ 2, q ≥ 1, h ≥ 0 that if

cd(1 + (q − 1)e−h)−
1
2d < 1

for some inexplicit constant cd, which only depends on the dimension, then the phase transition
on the Kertész line is discontinuous - i.e. Z fails to be C1. See also analogous results for the
Potts model from [27]. To plot this in the (q, h) plane, we can rearrange it into the condition

that h < log
(

q−1
c2dd −1

)
.

6 Outlook

We end by giving an outlook introducing further problems on Kertész line which lie in natural
continuation of our work.
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Figure 5: Plot of regions of discontinuity and continuity in the (q, h) plane.
For any q ≥ 1 and h ≥ 0 there is a unique p(q, h) such that (p(q, h), q, h)
is critical. We colour the plane red or blue according to whether the phase
transition at that point is a continuous or discontinuous. In Theorem 1.5
above we prove continuity of the phase transition in the contiguous region
coloured red. Continuity on the line q = 2 follows from the Lee-Yang the-
orem [13] and for h = 0 and q ∈ [1, 4] from the explicit proof [7]. The blue
region is not proven to be discontinuous since the constant cd is not explicit.
Instead, the blue region is obtained from using the best possible constant in
the bound from [16] (this constant is cd =

√
2 to match the change between

continuous and discontinuous phase transition at h = 0 for q = 4).
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Continuity of discontinuity

For h = 0, the quantity φ1
q,pc(q)

(0↔∞)↘ 0 as q ↘ 4. We conjecture that this is also the case
for h > 0:

Conjecture 6.1. The set of (q, h) such that the function p 7→ Z is not C1 is open.

One could choose to view this as continuity of the gap

φ1
pc(q,h),q,h,Zd [0↔∞]− φ0

pc(q,h),q,h,Zd [0↔∞].

Continuity of the gap for h = 0 was proven in [7, 8] by explicit computation of the critical
magnetization which was continuous around q = 4. One might note that in the special case of
d = 2, the techniques of [20] do apply more or less verbatim to the case where h > 0, implying
that the regime of the exponential decay of the truncated wired measure is open in the (p, h)-
plane. Seeing as this is a purely infinite volume phenomenon, however, makes attacking it quite
delicate.

Furthermore, we conjecture the following.

Conjecture 6.2. For each q ∈ [1,∞) the map h 7→ φ1
pc(q,h),q,h,Zd [0↔∞] is decreasing.

Under this conjecture, we would see that the discontinuity in the (q, h) plane (as plotted
on Figure 5) would be a contiguous region. This would further establish the existence of a
tri-critical point defined by

hc(q) = inf{h ≥ 0 | φ1
pc(q,h),q,h,Zd [0↔∞] = 0}.

In the physics literature [28], there are some numerical studies which give rise to predictions
of the universality class of this phase transition which at this point in time seems out of reach.
One simple point that we can make along these lines is that if 1 ≤ q ≤ 4 and h → 0 then, by
easy stochastic domination arguments, it holds that φ1

(pc(q,h),q,h)[0 ↔ ∞] → 0. The conjecture

would imply that φ1
pc(q,h),q,h,Zd [0↔∞] is identically 0.

Pseudo-critical line

Since the Kertész line characterizes a geometric rather than a thermodynamic phase transition
it is a priori not clear whether any signs of the phase transition transfer from the random-
cluster model to the Potts model. Of course, in the regime of discontinuous phase transition
(large q and small h), the discontinuity implies that the free energy is not C1 and therefore,
the existence of a thermodynamic phase transition.

However, in the case where the Kertész line does not necessarily correspond to a thermody-
namic phase transition we can ask whether any feature of the Kertész line can be observed in
the Potts model. For general q ∈ (1,∞), one might, as in [25], define a pseudocritical line as
the line where the susceptibility is maximal in p. Since divergent susceptibility is an indicator
of criticality, it is a natural question to ask whether the psedocritical line and the Kertész line
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coincide, i.e. whether the susceptibility is maximal exactly on the Kertész line or not. If it is
not the case, as it is conjectured in [25], it would be interesting to investigate whether, at q > 4,
the susceptibility peaks at a different value than the critical line and why. Similarly, one might
consider the line of the maximal correlation length and ask to what extent that line coincides
with the Kertész line.

Finally, one may ask about the critical exponents of the Kertész line. For example, it is
claimed in [25] that in the planar Ising case q = d = 2, the critical exponents correspond to
Bernoulli percolation rather than those of the FK-Ising.

Kertész line for the random current and loop O(1) models

It is also natural to consider the Kertész line problem for the random current and loop O(1)
models. Let P ∅h denote the random current measure and let P⊗2

h denote the sourceless double
random current (see [21] for definitions of the measures). Just as we have done in this article,
a magnetic field can be implemented with a ghost vertex, allowing us to once again consider
the percolation phase transition. However, these models lack monotonicity [29], making the
problem much more intricate. However, the monotonicity required to establish the existence of
the Kertész line is much weaker than the overall monotonicity where the counterexamples of
[29] apply. This leads us to the following conjectures that would establish the existence of the
Kertész line for random currents.

Conjecture 6.3. For any d ≥ 2 the functions h 7→ P ∅h

[
0

Zd↔∞
]

and h 7→ P⊗2
h

[
]0

Zd↔∞
]

are

increasing.

For the loop O(1) model (see for example [30] for a definition in a magnetic field) the problem
may be more intricate since the lack of monotonicity appears stronger [29]. We note that in
the limit h→∞, the ghost edges are almost always open. In the limit, this changes the parity
constraint of the marginal on the inner edges from percolation where all vertices are conditioned
to have even degree into percolation where all vertices are conditioned to have odd degree.

If we denote the critical p for odd and even percolation by pc,odd and pc,even respectively, then
if it is the case that pc,odd > pc,even, this would be an illustration of how non-monotone the
loop O(1) model is. We note that in the planar case d = 2 and h = 0, it is proven [31] that
pc,even = 1− pc(2, 0), but to our knowledge, nothing is known about odd percolation.

From this result it follows from the couplings ([21, Exercise 36]) that the single and double
random currents also have the same phase transition for d = 2. Using these increasing couplings,
one can infer bounds on the Kertész line between the models. Thus, bounding the Kertész line
for random currents or the loop O(1) models may be a way to obtain better bounds on the
Kertész line for the random-cluster model than presented here and in [1]. Studying the Kertész
line for random currents may also shed some light upon the problem of whether the single
current and double current have the same phase transition ([32, Question 1]).
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Abstract

The uniform even subgraph is intimately related to the Ising model, the random-cluster
model, the random current model and the loop O(1) model. In this paper, we first prove
that the uniform even subgraph of Zd percolates for d ≥ 2 using its characterisation as
the Haar measure on the group of even graphs. We then tighten the result by showing
that the loop O(1) model on Zd percolates for d ≥ 2 on some interval (1− ε, 1]. Finally,
our main theorem is that the loop O(1) model and random current models corresponding
to a supercritical Ising model are always at least critical, in the sense that their two-
point correlation functions decay at most polynomially and the expected cluster sizes are
infinite.

1 Introduction

The Ising model has been extensively studied for the past 100 years. A central tool in the recent
study of the model has been its graphical representations, the random-cluster model [28], the
random current model [1, 32] and the high-temperature expansion [57], the latter also known
as the loop O(1) model.

Even more recently, it has turned out that the uniform even subgraph of a graph is intimately
related to the graphical representations of the Ising model. The uniform even subgraph of a
finite graph G is the uniform measure on the set of (spanning) subgraphs of G with even degree
at every vertex. It holds that the loop O(1) model can be sampled both as a uniform even
subgraph of the random-cluster model [33] and as a uniform even subgraph of the (traced)
double random current model [41].

The couplings may serve as one motivation for the study of the uniform even subgraph and we
will see that this perspective does, in fact, give new information about the percolative properties
of the graphical representations of the Ising model.

Furthermore, we will see that the uniform even subgraph is very natural. Indeed, we may
consider the group of subgraphs of a given graph with symmetric difference of sets of edges as
the group operation. The uniform even subgraph is then nothing but the Haar measure on the
subgroup of even graphs.

In between the loop O(1) model and the random-cluster model, we find the (traced single)
random current model, a graphical representation which has been central in the latest develop-
ments of the Ising model both in the planar case [42], in higher dimensions [20, 4] and in even
higher generality [54, 2, 26]. As with the random-cluster model, the random current model has
recently become an object of inherent interest [21, 23, 22].
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In [17, Question 1] it was asked whether the single random current has a phase transition at
the same point as the random-cluster model on Zd. From one point of view, since it is known
that the random-cluster model can be obtained from the single random current by adding
edges independently at random, a positive answer would imply that the added edges do not
shift the phase transition. This, in turn, would run counter to common heuristics in statistical
mechanics.

On the other hand, we will exploit a combinatorial fact about even subgraphs of the torus
to prove that the correlations of the loop O(1) model, and hence the single random current,
decay at most polynomially fast below the critical temperature of the random-cluster model.
In models with positive association, this often signifies criticality. In particular, if the single
random current were known to have a sharp phase transition, then our results would imply
that the phase transition of the random current would coincide with that of the random-cluster
model (and therefore, also the Ising model and the double random current). As such, this may
be taken as evidence towards a positive answer to [17, Question 1].

1.1 Overview of the results and sketch of proofs

In this paper, we let `ξx,G,Pβ,G and φξp,G denote the loop O(1), the random current model and the
random-cluster model respectively. These are all models of random graphs, formal definitions
of which, as well as details on their respective parametrisations, will be provided in Section 2.
For the time being, all we need to know about them is the following:

For a finite graph G = (V,E), the uniform even subgraph of G (henceforth UEGG) is the
uniform probability measure on the set of spanning even subgraphs of G. If ω ∼ φξp,G and η is a

uniform even subgraph of ω, then there exists x = x(p) such that η ∼ `ξx,G. It is a classical result

that the random-cluster model on subgraphs of Zd, for d ≥ 2 undergoes a phase transition at
a parameter pc ∈ (0, 1), separating a regime of all clusters being small from one where there
exists an infinite cluster [51]. In the latter case, we say that the model percolates. We denote
xc = x(pc).

Our first contribution is to give an abstract characterisation of the uniform even subgraph of
infinite graphs, an application of which is the following theorem. To fix notation, for a vertex
v of a random graph, we write Cv for the connected component of v, write v ↔ w for the event
Cv = Cw and write v ↔∞ for the event that |Cv| =∞.

Theorem 1.1. For d ≥ 2,
UEGZd [0↔∞] > 0.

Previously, this was only known in d = 2 and proving percolation of the uniform even subgraph
is a toy problem, the solution to which might shed some light upon the question about the phase
transitions of random currents1. We solve the toy problem by showing a criterion for marginals
of the uniform even subgraph to be Bernoulli distributed at parameter 1

2
(see Lemma 3.5).

The proof technique extends to showing that the phase transition of the loop O(1) model is
non-trivial for Zd, d ≥ 3.

1 UTH and FRK are grateful to Franco Severo and Aran Raoufi for posing the toy problem.
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Theorem 1.2. Suppose that d ≥ 2. Consider the loop O(1) model `x,Zd with parameter x ∈
[0, 1]. Then there exists an x0 < 1 such that

`x,Zd [0↔∞] > 0,

for all x ∈ (x0, 1).

Towards proving our main theorem, the main technical contribution is the insight that the
loop O(1) model is insensitive to boundary conditions. In the following, Λn := [−n, n]d ∩ Zd
denotes the box of size n around 0 and Tdn = Λn/(2nZd) the associated torus. We say that a
supergraph G extends Λn if the induced graph of V (Λn) in G is Λn and ∂GV (Λn) = ∂Z

d

V (Λn).

Theorem 1.3. For x > xc, there exists c > 0 such that for any n ∈ N and any event A which
only depends on edges in Λn and any G which is a supergraph extending Λ4n, then

|`ξx,G[A]− `x,Zd [A]| ≤ exp(−cn),

for any boundary condition ξ. In particular, for x > xc and any sequence ξk of boundary
conditions, limk→∞ `

ξk
x,Λk

= `x,Zd in the sense of weak convergence of probability measures.

Due the different behaviour of boundary conditions (cf. Section 2.1.1) in the loop O(1) model,
mixing does not follow immediately. However, to complete the picture, mixing is proven in
Theorem 4.11.

In the second step towards the main theorem we exploit the topology of the torus to produce
an essential lower bound.

Theorem 1.4. Let x > xc. Then, there exists c > 0 such that `x,Tdn [0↔ ∂Λn] ≥ c
n

for all n.

Combining Theorem 1.3 and Theorem 1.4 proves our main theorem:

Theorem 1.5. Let d ≥ 2 and x > xc. Then, there exists a C > 0 such that for every k and every
N ≥ 4k and any boundary condition ξ, `ξx,ΛN [0↔ ∂Λk] ≥ C

k
. It follows that, `x,Zd [|C0|] =∞.

From the couplings that we state in Theorem 2.5, the same result follows for the (source-
less, traced) single random current Pβ for any β > βc, where βc is the Ising critical inverse
temperature.

Corollary 1.6. Let d ≥ 2 and β > βc. Then, there exists a C > 0 such that Pβ,ΛN [0↔ ∂Λk] ≥
C
k
, for every k and every N ≥ 4k. It follows that Pβ,Zd [|C0|] =∞.

Together with previous results (sharpness, couplings, d = 2), the main theorem establishes
the almost complete phase diagram for the loop O(1) and (single) random current model on
Zd (see Figure 1). We also argue the case of the hexagonal lattice H in Section 5.2.

The overall strategy of our approach is simple. We consider the random-cluster model φp for
p > pc on the d-dimensional torus of size n. Since p is supercritical, it is fairly easy to prove the
existence of a simple path wrapping around the torus once - henceforth called a wrap-around.
Whenever a wrap-around γ exists in a random-cluster configuration ω, if η is a uniform even
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subgraph of ω, then γ4η also has the law of the uniform even subgraph of ω. However, using
the topology of the torus, we can prove that the number of wrap-arounds of the torus modulo
2 of the two configurations η, γ4η are different. Therefore, with probability at least 1

2
, there

is at least one wrap-around in the uniform even subgraph (and hence, in the loop O(1) model
and therefore also the random current model). Since η has the distribution of the loop O(1)
model, this lets us provide lower bounds for connection probabilities for the loop O(1) model
on the torus.

The main technical part of the paper then lies in proving Theorem 1.3, which allows us to
transfer the connections of the torus into the space Zd. We, in turn, prove this theorem by a)
proving that the uniform even subgraph is generically not very sensitive to boundary conditions
and b) recalling some classical literature on the connectivity of the supercritical random-cluster
model.

This trick of exhibiting large clusters through the topology of the torus was previously em-
ployed to prove a polynomial lower bound for the escape probability of the Lorenz mirror model
in [44]. One may view the XOR-trick employed in [16] as another instance. However, the trick
comes in many disguises. For example, it rears its head as the four-fold degeneracy in the
ground state of the toric code [40], which is an important candidate for the implementation of
quantum error correction.

As a final aside, one may wonder just how sensitive the loop O(1) model is to the topology
it is placed in. Our application of the above trick is highly sensitive to topology and does not
readily generalise to a direct proof on Zd. On the other hand, Theorem 1.3 seems to tell us that
the topology largely does not matter. In Section 6.4, we investigate this topological sensitivity
by proving that removing certain edges in the hexagonal lattice can change the loop O(1) model
from not percolating to percolating.

2 Preliminaries: Graphical representations of the Ising

model and their connections

In this section, we introduce the classical ferromagnetic Ising model I and its graphical repre-
sentations: the random-cluster model φ, the (sourceless, traced) random current model P and
the loop O(1) model `.

Furthermore, we will be concerned with the uniform even subgraph UEG, Bernoulli percola-
tion P and the double random current P⊗2, the latter of which is obtained as the union of two
independent copies of the single random current P.

The models are defined, first on finite graphs, then suitably extended to models on infinite
graphs. For any graph G = (V,E), we denote the space of percolation configurations Ω(G) =
{0, 1}E, which is identified with P(E) under the map ω 7→ Eω := ω−1({1}). For ω ∈ Ω(G), the
associated spanning subgraph is (V,Eω). A measure on Ω = Ω(G) will be called a percolation
measure. The Ising model I is a measure on {−1, 1}V , also called a spin model, while its
graphical representations φ,P, `, as well as P, are percolation measures. The models are related
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Z2

Zd, d ≥ 3

exp decay percolation

exp decay E(|C(0)|) =∞ percolation

xperc
c

xperc
cxclust

c

x = 0 x = 1

H
exp decay E(|C(0)|) =∞

xclust
c

Figure 1: The phase diagram of the loop O(1) model and the single random current on Z2

and Zd, d ≥ 3 as well as the loop O(1) model on the hexagonal lattice H, all three in the
ferromagnetic regime x ∈ [0, 1]. What remains to be proven in the phase diagram is whether
xperc
c = xclust

c for Zd, d ≥ 3 (as conjecture in Conjecture 6.6). Note also that the case x = 1
corresponds to the uniform even subgraph UEG, which percolates for Zd, d ≥ 2, but not for H.

in a myriad ways, the most prominent of which are:2

• The random current model P and the random-cluster model φ are obtained from the loop
O(1) model ` by adding additional edges independently at random (that is, according to
P).

• The loop O(1) model ` is obtained as a uniform even subgraph of either the random-cluster
model φ or the double random current model P⊗2.

• For any v, w ∈ V ,
P⊗2[v ↔ w] = 〈σvσw〉2 = φ[v ↔ w]2.

These equalities mean that P⊗2, I and φ have a common phase transition at the critical
inverse temperature βc of the Ising model.

• In two dimensions, the loop O(1) model ` is the law of the interfaces of the Ising model.

We summarise the couplings in Figure 2 (partially borrowed from [41]).

2.0.1 The Ising model

The much celebrated Ising model, introduced by Lenz [46], is a paradigmatic example of a
model which undergoes a phase transition. The Ising model on a finite graph G = (V,E) is

2 Details including parametrisations are given in Theorem 2.5 and Table 1.
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a probability measure on the configuration space {−1,+1}V . The energy of a configuration
σ ∈ {−1,+1}V is

H(σ) = −
∑

(v,w)∈E
σvσw.

With parameter β ∈ [0,∞], called the inverse temperature, the probability of a configuration
is

Iβ,G[σ] =
exp(−βH(σ))

Zβ,G
,

where Zβ,G =
∑

σ exp(−βH(σ)) is a normalisation constant called the partition function. This
extends to the case β =∞ by weak continuity.

In keeping with the literature, we write 〈σvσw〉β,G for the correlation function Iβ,G[σvσw], i.e.
the expectation of the random variable σvσw under the measure Iβ,G.

2.1 The graphical representations

We start off by fixing some terminology. For a percolation configuration ω ∈ Ω, we say that e
is open in ω if ω(e) = 1 and e is closed if ω(e) = 0. There is a canonical partial order on Ω
given by pointwise comparison, that is, ω � ω′ if ω(e) ≤ ω′(e) for all e ∈ E. We say, an event
A ⊂ Ω is increasing if for all pairs ω, ω′ ∈ Ω, it holds that if ω ∈ A and ω � ω, then ω′ ∈ A.
The notion of increasing events enables us to define a partial order on percolation measures on
Ω by declaring ν1 � ν2, if ν1(A) ≤ ν2(A) for all increasing events A. In this case, we say that
ν2 stochastically dominates ν1.

Further, for two percolation measures ν1 and ν2, we let ν1∪ν2 denote the measure sampled as
the union of two independently sampled copies of ν1 and ν2. That is, if (ω1, ω2) ∼ ν1⊗ ν2, then
ν1 ∪ ν2 is the law of ω1 ∪ω2 which is defined by Eω1∪ω2 = Eω1 ∪Eω2 . Note that ν1 ∪ ν2 � µ1, ν2.

2.1.1 Boundary conditions

If G = (V,E) ⊂ (V,E) is a subgraph, the edge boundary is ∂eG = {(v, w) ∈ E| v ∈ V,w /∈ V }.
Similarly, the vertex boundary is ∂vG = {v ∈ V | ∃w (v, w) ∈ ∂eG}.

For a graph with boundary ∂vG ⊂ V , a (topological) boundary condition is a partition of
∂vG. In physics parlance, the boundary vertices belonging to the same class according to the
partition are wired together.

There is a partial order on boundary conditions given by fineness. If ξ is a finer partition
than ξ′, we write ξ � ξ′. There is an initial and a terminal boundary condition with respect
to this order, namely the free boundary condition where all vertices of ∂vG belong to distinct
classes, and the wired boundary condition consisting of only one class. We denote these by 0
and 1 so that 0 � ξ � 1 for any boundary condition ξ. Given a boundary condition ξ we may
define the quotient multigraph G/ ∼ξ by identifying vertices according to the partition, and
similarly for any subgraph of G. So for ω ∈ Ω(G), we obtain ωξ ∈ Ω(G/ ∼ξ). Define κξ(ω) to
be the number of connected components of ωξ. The connected components are often referred
to as clusters.
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In the presence of a percolation model νG, where G ranges over subgraphs of G, we consider
the types of boundary conditions arising from the inclusions G ⊂ G′ ⊂ G. Fixing the state
ω|G′\G = ψ of the configurations on the complement of G, we say the measure νG′ [·|ψ], as a
percolation measure on G, has exploratory boundary conditions. Proposition 2.3 below relates
these to topological boundary conditions on G for the random-cluster model, but for loop O(1)
and random current models, there is no such connection. We also consider the marginal measure
νG′|G which is the average over all exploratory boundary conditions. We say that this, as a
percolation measure on G, has marginal boundary conditions.

2.1.2 The random-cluster model

The most well-studied graphical representation of the Ising model is the random-cluster model.
For p ∈ [0, 1], finite graph G, and boundary condition ξ, it is the probability measure given by

φξp,G[ω] ∝ 2κ
ξ(ω)

(
p

1− p

)o(ω)

,

where o(ω) = |Eω| denotes the number of open edges in ω. Whenever the boundary condition
is omitted, we assume the free boundary condition, i.e. φp,G = φ0

p,G.
The random-cluster model is related to the Ising model through the Edwards-Sokal coupling

[27]: Suppose ω ∼ φp,G and σ is obtained from ω by independently assigning + and − spins
to the clusters of ω. Then, σ ∼ Iβ,G. Conversely, ω can be sampled from σ by taking each
edge e = (v, w) such that σv = σw and opening it with probability p. From the Edwards-Sokal
coupling, it follows that

〈σvσw〉β,G = φp,G[v ↔ w], (1)

for p = 1−e−2β (cf. [19, Corollary 1.4]). In particular, (1) implies that there is long-range order
for the Ising model if and only if there are large clusters in the random-cluster model. Thus,
the physical properties of the Ising model may be studied via the graphical properties of the
random-cluster model. Towards this end, the random-cluster model has several monotonicity
properties which makes it amenable to analysis. While this paper is not focused on proving
something new about the random-cluster model, these properties will nonetheless play a crucial
role as we explore the other graphical representations through the couplings. Here, we repeat
a tailored version of the more general statement in [36]. For these and more results about the
random-cluster model, we refer the reader to [19] and [34].

Proposition 2.1. For the random-cluster model on a finite subgraph G of a graph G (finite or
infinite), the following relations hold:

i) The measure φξp,G is monotone in ξ in the sense that if ξ � ξ′, then

φξp,G � φξ
′
p,G,

for any parameter p ∈ [0, 1].

4. The Uniform Even Subgraph and the Ising Model
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ii) The measure φξp,G is increasing in p i.e. if p ≤ p′, then

φξp,G � φξp′,G,

for any boundary condition ξ.

iii) The random-cluster model is comparable to Bernoulli percolation in the following sense:

Pp̃,G � φξp,G � Pp,G,

for any boundary condition ξ, where p̃ = p
2−p .

Proposition 2.2 (FKG inequality). Let G be a finite graph, and A and B increasing events,
then

φξp,G[A ∩B] ≥ φξp,G[A]φξp,G[B]

for any boundary condition ξ and p ∈ [0, 1].

Proposition 2.3 (Domain Markov Property). If G1 = (V1, E1) ⊆ G2 = (V2, E2) are two
finite subgraphs of an infinite graph G, we write ω1 := ω|E1 and ω2 := ω|E2\E1. Then, for any
boundary condition ξ and any event A depending on edges in G1, it holds that

φξp,G2
[ω1 ∈ A| ω2] = φ

ξω2
p,G1

[A],

where v, w ∈ V1 belong to the same element of ξω2, if and only if they are connected (or possibly
equal) in (V2, Eω2)/ ∼ξ.

2.1.3 Construction of infinite volume measures

The monotonicity in boundary conditions combined with the Domain Markov Property allows
us to define infinite volume measures in the following way. For a sequence of finite graphs
Gn ⇑ G = (V,E) for some infinite graph G it holds that the marginals of φ1

Gn,p
on a fixed

finite subset Λ are monotonically decreasing. In other words, if A is an increasing event that
depends only on edges in Λ, then {φ1

Gn,p
(A)}n∈N is monotonically decreasing. Similarly, the

sequence {φ0
Gn,p

(A)}n∈N is monotonically increasing. Since they are bounded, they have limits
φ1
p,G(A) and φ0

p,G(A) respectively. One can check that the limit does not depend on the choice of
sequence Gn. Since the set of increasing events is intersection-stable and generates the product
σ-algebra of {0, 1}E, the two (possibly equal) infinite volume measures are uniquely determined.
These limits define probability measures follows as the space of probability measures is compact,
which is a standard consequence of Banach-Alaoglu.

On the other hand, any measure ν on {0, 1}E which almost surely has the Domain Markov
Property (cf. Proposition 2.3) could be called an infinite volume random-cluster measure.
However, such a measure would necessarily satisfy φ0 � ν � φ1 and by [54, Corollary 3],
φ0
p,Zd = φ1

p,Zd for all p. Accordingly, there is a unique infinite volume measure and, we shall
drop the boundary conditions from our notation in the infinite volume case and merely write
φp,Zd . A similar construction defines the infinite volume Ising measures I0

β,Zd , I
+
β,Zd , I

−
β,Zd . With

the infinite volume measures at hand, the following is obtained from (1) in a more or less
straightforward manner.

141



Proposition 2.4. Let G = Zd and let β ≥ 0 be given. Then there is long-range order in the
Ising model, i.e. there exists a c > 0 such that for all v, w ∈ V,

〈σvσw〉β,Zd ≥ c,

if and only if there is an infinite cluster almost surely, or equivalently,

φβ,Zd [0↔∞] > 0. (2)

On the hypercubic lattice Zd, for d ≥ 2, there exists a unique sharp phase transition [51, 2].
This means that there exists a βc such that 〈σvσw〉 decays exponentially in the distance between
v and w for all β < βc and that there is long-range order for all β > βc.

2.1.4 Even subgraphs

Both the random current model and loop O(1) model are defined in terms of even subgraphs
of a graph. A graph is said to be even if every vertex degree is even (and in particular finite).
We denote the set of all percolation configurations corresponding to even graphs by Ω∅.

A related notion often used in the context of multigraphs in the random current literature is
that of sources. For any (multi-)graph H = (VH , EH) we say that the sources of H, denoted
∂H, is the set of vertices of odd degree. An even graph is then a graph such that ∂H = ∅.
Just like we identified spanning subgraphs of a given graph G = (V,E) with the space of
percolation configurations Ω, so we identify a configuration n ∈ NE

0 with a multigraph, and
such a multigraph is called a current. If ∂n = ∅, we say that the current is sourceless.

2.1.5 The random current model

We now briefly introduce the random current model. For a more complete exposition, see [17]
or [19]. We first define the model on a finite graph G = (V,E). To introduce the random
current model, we define the weight

wβ(n) =
∏

e∈E

βne

ne!
.

Then the random current with source set A, denoted PA
β,G, is the probability measure on NE

0 ,
given by

PA
β,G[n] ∝ wβ(n)11{∂n=A}.

Since we can view any deterministic boundary condition as a free boundary condition on an
appropriate graph, we will mostly work with free random currents PA

β,G = PA,0
β,G. The following

relation (cf. [19, (4.5)]) provides the first relation of the random current model to the Ising
model

〈σvσw〉β,G =

∑
n|∂n={v,w}wβ(n)
∑

n|∂n=∅wβ(n)
.

4. The Uniform Even Subgraph and the Ising Model
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From the multigraph valued random current, one derives a percolation measure called the
traced random current. For any current n ∈ NE

0 , the corresponding traced current n̂ is defined
by n̂(e) = 11n(e)>0 for each e ∈ E. Of prime import to the trace operation is the fact that it
does not change connectivities, i.e. v ↔ w in n if and only if v ↔ w in n̂. In the following, we
will only discuss the traced random current without sources, which we will denote Pβ,G.

Finally, a key player in the random-current literature is the (sourceless) double random cur-
rent, defined by

P⊗2
β,G := Pβ,G ∪Pβ,G.

As a celebrated consequence of the switching lemma (see [19, Lemma 4.3]), one can prove that

〈σvσw〉2β,G = P⊗2
β,G[v ↔ w]. (3)

Thus, the double random current, just like the random-cluster model, has the onset of large
clusters at the critical point of the Ising model. One of the main motivations for this paper is
to investigate for which infinite graphs G this is also true of the single random current Pβ,G. A
positive answer would be implied by a positive answer for the loop O(1) model, which we shall
now introduce.

2.1.6 The loop O(1) model

For a finite graph G = (V,E), we now define the loop O(1) model `ξx,G for parameter x ∈ [0, 1]

as a measure on Ω(G). For x ∈ [0, 1], the loop O(1) model `ξx,G[η] is defined by

`ξx,G[η] ∝ xo(η)11∂ηξ=∅.

In particular, for x = 1, `0
1,G is the uniform measure on Ω∅(G), which we denote by UEGG.

We note that `0
x,G is the high temperature expansion of the Ising model for x = tanh(β).

Notice how we may choose to view the sourceless random current Pβ,G and the loop O(1)
model `x,G as respectively independent Poisson and a Bernoulli variable on each edge condi-
tioned on the sum over the valences on edges adjacent to a given vertex being even. This point
of view was used in e.g. [56].

For planar graphs, the loop O(1) model is the law of the interfaces of a corresponding Ising
model on the faces of the graph. This is discussed further in Section 5.1.

2.1.7 Bernoulli percolation

Although it is not a graphical representation of the Ising model, we consider also Bernoulli
percolation with parameter p ∈ [0, 1], which we will denote by Pp. This is the percolation
measure where every edge e ∈ E is open with probability p independently. The model was
introduced in [12] and has since been subject to intense study [18]. Here it will mainly play an
auxiliary role.
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2.1.8 Coupling the graphical representations

To state the couplings, let us define the uniform even subgraph of a probability measure.
For a probability measure µ on Ω, consider the measure obtained by first sampling µ and then

sampling the UEG of the first sample. That is, for every even graph η ∈ Ω∅, consider UEGω[η]
as a function of ω ∈ Ω, so

µ[UEGω[η]] =
∑

ω∈Ω

UEGω[η]µ[ω] =
∑

ω∈Ω

11η�ω
|Ω∅[ω]|µ[ω].

Now, we state the couplings from [19, Exercise 36]. The original references are [33, Theorem
3.5], [49] [48, Theorem 3.1], [41, Theorem 4.1]. We refer to Table 1 for the translations between
the various parametrisations.

Theorem 2.5. For any finite graph G = (V,E), the graphical representations of the Ising model
are related as follows:

• `0
x,G ∪ P1−cosh(β)−1,G = Pβ,G

• `0
x,G ∪ Ptanh(β),G = φ0

p,G

• P⊗2
β,G[UEGω[·]] = `0

x,G[·] = φ0
p,G [UEGω[·]]

Remark 2.6. We note that even though the couplings here are only formulated with free bound-
ary conditions, the measures with boundary conditions correspond to the free measure on the
quotient of the original graph. As such, the couplings in the theorem also hold for e.g. wired
boundary conditions.

Proof. For a proof of the first two points, see [41, Theorem A.1]. The first equality in the last
point is [41, Theorem 4.1] and the other equality is the statement of [33, Theorem 3.5]. We
give a proof in our notation. For any even graph η, it holds that

φ0
p,G[UEGω[η]] ∝

∑

ω∈Ω

2κ(ω)11η�ω
|Ω∅(ω)|

(
p

1− p

)o(ω)

∝
∑

ω∈Ω

(
p

2(1− p)

)o(ω)

11η�ω ∝ Px,G[η � ω] ∝ xo(η) = `0
x,G[η],

where Px,G denotes the expectation under Bernoulli percolation with parameter x = tanh(β) =
p

2−p and we used the fact that |Ω∅(ω)| = 2κ(ω)+|o(ω)|−|V |.

The relation |Ω∅(ω)| = 2κ(ω)+|o(ω)|−|V | is classical and one of its proofs goes as follows: if e is
part of a loop l, then η 7→ η4l is a bijection between the set of even subgraphs with e open and
the set of even subgraphs with e closed. Since the latter can be identified with Ω∅((V,E\{e})), it
follows that adding an extra edge e to a connected graph doubles the number of even subgraphs.
This bijection will play a central role in the rest of the paper.

4. The Uniform Even Subgraph and the Ising Model

144



φp Pβ P⊗2
β

`x

Figure 2: Overview of the couplings between the graphical representations of the Ising model.
Dashed arrows point towards the distribution obtained from taking a uniform even subgraph.
Full arrows indicate a union with another percolation measure.

One might also take the coupling in Theorem 2.5 as definition of the loop O(1) model with
boundary condition, so

`ξx,G[·] = φξp,G [UEGω[·]]. (4)

Notice that this definition is consistent with our previous definition of `ξx,G.
We can also take this approach to define the loop O(1) model in infinite volume, as was noted

in [8, Remark 3.16], where we define the uniform even subgraph on an infinite graph G as the
Haar measure on the group of even graphs. This allows us to define the loop O(1) model on an
infinite graph as

`x,G[·] = φp,G [UEGω[·]]. (5)

The equivalence of this definition to those given in [33, 8] is discussed in Section 3.2. There,
we will also see that UEGG is in a certain sense unique when G is one-ended. This is case for
the infinite cluster of ω ∼ φp,Zd when d ≥ 2 by the Burton-Keane theorem [13, Theorem 2].

The literature [5, 38] also has yet another construction of the infinite volume loop O(1) model
which uses a relation of the loop O(1) model to the gradient Ising model. Fortunately, the
uniqueness of the infinite volume measure proven in Theorem 1.3 implies that the constructions
agree. We remark that (5) also gives an independent construction of the infinite volume random
current measure as

Pβ,Zd = `x,Zd ∪ P1−cosh(β)−1,Zd .

2.2 The phase transitions of the graphical representations

Having introduced the various graphical representations, we now turn our attention to their
phase transitions and how they are connected. Suppose that G is an infinite graph embedded
in Rd on which Zd acts by translation by a Z-linearly independent family of vectors (vj)1≤j≤d.
We will call such a graph d-periodic (or bi-periodic for d = 2). We will mainly be concerned
with G = Zd for d ≥ 2 or G = H where H is the hexagonal lattice in two dimensions.

We consider one of the parametrised families of translation invariant infinite volume measures
ν ∈ {`0

x,G,Pβ,G,P
⊗2
β,G, φ

0
p,G}. Further, whenever we parametrise a measure by a parameter that
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β p x
β 1

2
log(1− p) arctanh(x)

p 1− e−2β 2x
2x+1

x tanh(β) p
2(1−p)

Table 1: The parameters β, p, x in standard parametrisations of Iβ,Pβ, φp, `x are always as-
sumed to relate according to the table whenever they occur in relation to one another. This
over-determination is convenient for the individual parametrisations and follows the literature
standard.

is not its natural parametrisation, e.g. using `β instead of `x, we implicitly use the bijections
between the parametrisations that are summarised in Table 1. For each of the models, there is
a percolative phase transition defined by

βperc
c (ν) = inf{β ≥ 0 | νβ[0↔∞] > 0},

with the convention inf ∅ =∞. Recall that if νβ[0↔∞] > 0, we say that the model percolates
at β.

One may also consider related but a priori different phase transitions corresponding to ex-
pected cluster sizes and regimes of exponential decay. These are defined by

βclust
c (ν) = inf{β ≥ 0 | νβ[|C(0)|] =∞},

as well as
βexp
c (ν) = sup{β ≥ 0 | ∃c, C > 0,∀v ∈ G : νβ[0↔ v] ≤ Ce−c|v|}.

For translation invariant measures ν, it is straightforward to see that

βexp
c (ν) ≤ βclust

c (ν) ≤ βperc
c (ν).

Furthermore, one says that a phase transition is sharp if βexp
c (ν) = βperc

c (ν). In general, the
phase transition of the random-cluster model on a lattice is sharp (see [24]), but examples
exist of lattice models that are not sharp, with the famous example of the intermediate phase
described in the Berezinski-Kosterlitz-Thouless phase transition predicted in [10, 43] and rig-
orously proven in [30].

The relations (2), (3) together with sharpness of the Ising correlation function, proven in [2],
imply that

βperc
c (φ) = βclust

c (φ) = βexp
c (φ) = βc = βperc

c (P⊗2) = βclust
c (P⊗2) = βexp

c (P⊗2), (6)

where βc is the critical inverse temperature of the Ising model.
The main concern of this paper is the phase transition of the two remaining graphical represen-

tations, `x and Pβ. The couplings from Theorem 2.5 immediately imply stochastic domination

`β � Pβ � φβ. (7)

4. The Uniform Even Subgraph and the Ising Model
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Thus, for # ∈ {perc, clust, exp}, it holds that

β#
c (`) ≥ β#

c (P) ≥ β#
c (φ) = βc.

For the special case of the graph Zd, it was asked in [17, Question 1] whether the percolative
phase transition for the random current is the same as for the Ising model.

Question 2.7. For G = Zd does it hold that βperc
c (P) = βc?

As one of the findings of this paper, we note that percolative loop O(1) phase transition
depends a lot on the lattice. Therefore, in the investigation of the random current, one might
allow oneself the freedom of also considering the phase transitions βclust

c and βexp
c . Our main

result (cf. Theorem 1.5) implies that for G = Zd and d ≥ 2 or G = H, then

βclust
c (`) = βc.

In particular,
βclust
c (`) = βexp

c (`) = βexp
c (P) = βclust

c (P) = βc.

Remark 2.8 (On generality). The techniques we employ mostly rely on the fact that Zd de-
scends to a graph on the torus, which allows us to utilise the non-trivial topology of the torus
to control the existence of large clusters. As such, the result should carry over to locally finite
d-periodic graphs embedded in Rd.

The reason for not reflecting this in our statement is a) making it more accessible and b) the
fact that a lot of the literature on the Ising model that we use is stated specifically for Zd - for
instance, [20, 11, 52]. We expect no particular difficulty in extending those results to lattices
with suitable symmetries but prefer not to get bogged down on the possible generality of the
results on which we rely.

One may note that none of the above papers are necessary for treating the planar case where
planar duality (introduced in Section 5.1) and sharpness of the phase transition does the neces-
sary work for us. In particular, our results apply to the hexagonal lattice, which we shall discuss
further in Section 5.2.

The assumption of having some structure is necessary for the result, as there are examples of
graphs where the phase transitions for the loop O(1) model ` and the random current model P
are non-unique [35].

2.3 All phase transitions coincide for Z2

On the square lattice, the overall picture is well-understood. For the Ising model, the existence
of a phase transition was proven by Peierls [51] and the exact value of βc = 1

2
log
(
1 +
√

2
)

was
proven by Onsager [50].

The uniqueness of the phase transition at the point βc for the loop O(1) model was noted in
[31]. The corresponding result for the single random current follows directly by the coupling in
Theorem 2.5.
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First, we recall the notion of ∗-connectivity for planar graphs. Two vertices v, w of Z2 are
said to be ∗-adjacent if they are adjacent to the same face. Accordingly, we have a notion of
∗-paths. A set of vertices W is said to be ∗-connected if any pair of points v, w ∈ W can be
joined by a ∗-path contained in W . For an Ising configuration σ ∈ {−1,+1}V (Z2), a ∗-connected
+-cluster is a maximal ∗-connected set of vertices that are coloured +.

Theorem 2.9 ([31, Theorem 1.3]). It holds that βperc
c (`Z2) = βc. It follows that β#

c (ν) = βc
for all ν ∈ {`Z2 ,PZ2 ,P⊗2

Z2 , φZ2} and # ∈ {perc, clust, exp}.
Proof. In [37], Higuchi proved that for the Ising model on Z2, if β < βc, then there exists an
infinite ∗-connected +-cluster and no infinite ordinary + cluster almost surely. Since the loop
O(1) model `x,Z2 is the law of the interfaces (see Section 5.1 for details on planar duality) of the
Ising model, having an infinite ∗-connected +-cluster which is not an ordinary infinite cluster
means that `x,Z2 percolates. The second statement follows from (7) and (6).

Since the uniform even subgraph is the loop O(1) model `x for x = 1, the results settle
percolation of UEGZ2 .

Corollary 2.10. UEGZ2 percolates.

For completeness, we give an independent proof of Higuchi’s statement about the co-existence
of infinite *-components. The proof is inspired by [14, Proposition 2]. Let C+,∗

∞ be the event
that there is an infinite *-connected +-cluster and let C−,∗∞ be the event that there is an infinite
*-connected −-cluster.

Finally, we remind the reader that a boundary condition for the Ising model on a finite
subgraph G of Z2 is given by fixing a configuration on the vertices adjacent to G. Thus, we get
an Ising model on G conditioned on these extra boundary spins. Just as in the case of boundary
conditions for percolation configurations, these boundary conditions are partially ordered (see
e.g. [29, Section 3.6.2]).

Proposition 2.11. Let β < βc then Iβ,Z2 [C−,∗∞ ] = Iβ,Z2 [C+,∗
∞ ] = 1.

Proof. We let A(n) = Λ2n\Λn be an annulus. If there is a ∗-circuit in A(n) of − spins encircling
the inner boundary, then we say that the annulus A(n) is good. Note that A(n) is not good
if and only if there is a (usual) path of +-spins connecting the inner boundary to the outer
boundary.

Let us first prove that

I+
β,A(n) [A(n) is good ]→ 1. (8)

Let v ∈ ∂Λn and let C+
v be the +-cluster of v. Then, since β < βc, by sharpness [37, Theorem

3], there exists a c > 0 such that I+
β,A(n)[|C+

v | ≥ n] ≤ e−cn. Thus, by a union bound we obtain

(8) as follows

I+
β,A(n) [A(n) is not good] ≤

∑

v∈∂Λn

I+
β,A(n)[

∣∣C+
v

∣∣ ≥ n]

≤ 8ne−cn → 0.

4. The Uniform Even Subgraph and the Ising Model
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By monotonicity in boundary conditions, the same convergence holds for arbitrary boundary
conditions.

Now, we look at all (n, 2n)-annuli with centers in nZ2, i.e. {A(n)+nk}k∈Z2 . For every k ∈ Z2

define X(k) = 11[A(n) + nk is good]. Then, we consider {X(k)}k∈Z2 as a spin model and show
that it percolates for sufficiently large n. It follows from (8) and DMP for the Ising model that

Iβ,Z2

[
X(k) = 1 | {X(j)}j∈Z2:|j−k|≥4

]
≥ I+

β,A(n) [A(n) is good]→ 1,

so we can use [47, Theorem 0.0] to dominate the process {X(k)}k∈Z2 from below by independent
Bernoulli random variables with some parameter pn where pn → 1 as n → ∞. Hence, we can
choose n such that pn is above the threshold for site percolation (which is strictly smaller than
1 [51]). By planarity, for every edge (v, w) of Z2, if A(n) + nv and A(n) + nw are both good,
then the corresponding circuits of −’s must intersect. In particular, percolation of the good
annuli implies an infinite *-cluster of − spins. Thus, Iβ,Z2 [C−,∗∞ ] = 1 and by spin flip symmetry,
it follows that Iβ,Z2 [C+,∗

∞ ] = 1.

3 The uniform even subgraph

This section starts by collecting general properties of the uniform even subgraph. Afterwards,
we apply the theory to prove that the uniform even subgraph of Zd percolates for d ≥ 3, and give
further results on even percolation in the last part of the section. Section 3.2 gives a detailed
comparison between different constructions of uniform even subgraphs on infinite graphs.

In the treatment of the uniform even subgraph, we take a generalist point of view and regard
”uniform” as synonymous with ”invariant with respect to a group action”. For a given graph
G = (V,E), the space Ω(G) is a group under point-wise addition modulo 2, indeed a Z2-vector
space. This addition corresponds to symmetric difference on sets of edges, denoted 4, and we
will use these notions interchangeably. The symmetric difference of two even graphs is again
even, and so is the empty subgraph, so the set of even subgraphs Ω∅(G) is a closed Z2-linear
subspace of Ω(G). We define the uniform even subgraph to be the (normalised) Haar measure
on this group of even subgraphs.

The measure thus constructed is known in the literature as the free uniform even subgraph,
when the graph is finite, and when the graph is infinite, it is known as the wired uniform
even subgraph. While previously studied constructions of limit measures coincide with the
Haar measure (see section Section 3.2) this property has to the best of our knowledge not been
emphasised before, e.g. in [33, 8]. We demonstrate its merits in Theorem 1.1 where we prove
that the uniform even subgraph of Zd percolates for d ≥ 3.

3.1 Marginals of the UEG

We will repeatedly let G = (V, E) be a spanning subgraph of an infinite graph G = (V,E). A
standard approach to infinite volume measures in statistical mechanics is to consider conditional
distributions (e.g. the conditional distribution of a configuration ω in G given a configuration ω0
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in Gc = (V,E\E)) rather than marginals [29, p.270]. This approach has merit in the treatment
of the random-cluster model with Proposition 2.3 as a cornerstone of the theory. However, for
the uniform even subgraph, and in turn the loop O(1) model, conditional probabilities are less
useful. Specifically, `x,G[·| ωc1] is not, in general, a loop O(1) model with (topological) boundary
conditions as defined in (4) since the sources on the boundary may force edges within G.
Instead, it is more tractable to consider the marginal of the measure UEGG on G - that is,
UEGG|G. As an indication, the uniform even subgraph of G with wired boundary conditions
can (under suitable conditions) be realised as UEGG|G whereas wired boundary conditions are
extremal for the random-cluster model (see Section 2.1.1).

The Z2-vector space Ω is compact in the product topology3 so it admits a unique Haar measure
normalised to probability. Notice that this Haar probability measure is P1/2 (the relation to
construction via Kolmogorov’s theorem is discussed in Remark 3.12).

Every closed subgroup of Ω is also Abelian and compact, so it has a corresponding Haar
probability measure. If G is locally finite, we can define the source map ∂ : {0, 1}E → {0, 1}V ∼=
P(V ) by mapping edges to incident vertices and extending linearly and continuously. All graphs
appearing in this work are assumed to be locally finite. The source map ∂ is a continuous
homomorphism so the group of even subgraphs, given by

Ω∅(G) = {ω ∈ Ω(G)| ∂ω = ∅} = ker ∂,

is a closed subgroup (note that this agrees with our previous definition of Ω∅). More generally,
for K ⊂ {0, 1}V, we write

ΩK(G) = {ω ∈ Ω(G)| ∂ω ∈ K}.
The set K can be thought of as a set of admissible source configurations and ΩK(G) is a group
when K is a group. For example, the source set {ω ∈ Ω| ∂ω = A}, where a specific source
configuration is fixed, is a group if and only if A = ∅. For convenience, we carry forth the
notation Ω∅ when K is the trivial subgroup {∅}. The uniform measure on this group, i.e. the
Haar probability measure, is denoted UEGG. Due to Proposition 3.2 below, when K is a group,
we refer to ΩK as the even subgraphs with marginal boundary conditions K.

For a fixed subgraph G = (V, E) ⊂ G = (V,E) the inclusion ιE : E → E induces the
projection πG : {0, 1}E → {0, 1}E also known as the restriction to E. By construction of the
product topology, the projection is continuous and the marginal on G of any Borel measure µ
on {0, 1}E is defined to be the pushforward along πG, denoted µ|G 4.

Crucially, πG is a homomorphism, which, along with the following general fact5, explains the
functorial structure of the marginals of uniform measures.

Lemma 3.1. Let Γ,Γ′ be Abelian compact topological groups and f : Γ → Γ′ a continuous
homomorphism. Let µ be a Haar probability measure on Γ. If f is surjective, then f∗µ is a
Haar probability measure on Γ′. For a general continuous homomorphism, we obtain the Haar
measure on the image f(Γ).
3 equivalently, the topology of pointwise convergence or the topology generated by cylinder events. 4 This
is not be confused with the plain restriction of a measure to a subspace, viz. Ω(G) ⊂ Ω(G). That is,
µ(A) 6= µ|G(A) = µ(π−1G (A)) for general measurable A ⊂ Ω(G). 5 Commutativity in this context is only
used to ensure uniqueness of invariant measures. A more general statement is true for invariant measures on
non-Abelian groups but this is not relevant here.

4. The Uniform Even Subgraph and the Ising Model
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Figure 3: An example of the graph BG. Here, ∂vG should be inferred from viewing G as a
subgraph of the square lattice Z2.

Proof. The homomorphism property of f implies translation invariance of f∗µ on its support.
The rest of the claim follows from the uniqueness of the Haar measure.

We now turn our attention to extending [33, Theorem 2.6] by including infinite subgraphs
and adding a description of the marginal:

Proposition 3.2. Let G = (V, E) ⊂ G and set M = ∂ ◦ πG(Ω∅). Then,

πG(Ω∅(G)) = ΩM(G).

Moreover, the marginal, UEGG|G, is given by the uniform (Haar) measure on ΩM(G).

Proof. Denote Γ = πG(Ω∅). Since these groups are vector spaces, by rank-nullity,

Γ ∼= Ω∅(G)⊕ Γ/Ω∅(G).

Recall that Ω∅(G) = ker ∂|Ω(G), so the cosets of Γ/Ω∅(G) are characterised by their boundary.
By the isomorphism theorem, we identify Γ/Ω∅(G) ∼=M⊂ {0, 1}V. Then,

Γ = {ω : Ω(G)| ∂ω ∈M}.

The statement now follows from Lemma 3.1.

For any E ⊂ E, the induced graph G(E) = (V,E) ⊂ G has vertices

V = {v ∈ V| v is not isolated in (V, E)}.

We define the boundary graph as BG = (∂vG, δeG) ⊂ G(E) where δeG ⊂ E are the edges in E
between two vertices of ∂vG (see Figure 3). The set of wired even subgraphs is

Ω∂v(G) = {ω ∈ Ω(G)| ∂ω ⊂ ∂vG},

corresponding to ΩM with M = {0, 1}∂vG, and M is considered the wired marginal boundary
condition. We write UEG1

G for the uniform probability measure on Ω∂v(G). For finite graphs
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with boundary, the trivial boundary condition M = 0 corresponds to ΩM = Ω∅ which is
called the set of free even subgraphs. Generalising this notion to free even subgraphs of infinite
graphs requires some care, and is dealt with in Section 3.2. Finally, it is instructive to note that
M = ∂ ◦ πG(Ω∅) ⊂ {0, 1}V need not be generated by vectors of the form 11v + 11w for v, w ∈ V;
take for example G to be a cycle graph and G given by two edges apart from each other.

Remark 3.3. We have not given a definition of topological boundary conditions for uniform
even subgraphs, cf. Section 2.1.1. Conversely, the description of marginal boundary conditions,
in terms of the groups M, is valid for uniform even subgraphs, but not for the three graphical
representations of the Ising model we consider.

Definition 3.4. Let G = (V, E) ⊂ G and S ⊂ P(E). We say S separates edges of G if for
each e ∈ E there is s ∈ S such that s ∩ E = {e}.

If E is finite, we say that G is essentially free if BG = (∂vG, δeG) is connected.

Lemma 3.5. Let G = (V, E) ⊆ G and assume Ω∅(G) separates edges of δeG. If G is finite
and essentially free, then

πG(Ω∅(G)) = Ω∂v(G) (9)

and hence, UEGG|G = UEG1
G.

If G is finite or infinite and Ω∅(G) separates edges of G, then

πG(Ω∅) = Ω(G)

and hence, UEGG|G = P 1
2
,G.

Proof. Let G ⊂ G possibly infinite. For E ′ ⊂ E, Ω((V, E ′)) is generated by subgraphs with a
single edge, so if Ω∅(G) separates edges of E ′, then

Ω((V, E ′)) ⊂ πG(Ω∅(G)). (10)

This is because πG restricted to Ω∅(G) is a homomorphism of groups and the generators of
Ω((V, E ′)) are in the range.

Assume now G is finite and essentially free. Observe that

Ω∂v(G) = Ω∅(G) + Ω((V, δeG)),

since if ω ∈ Ω∂v(G) there are ω̃ ∈ Ω∅(G) and η ∈ Ω(BG) such that ω = ω̃4η. Indeed,
since ∂ω ⊂ ∂vG is finite, it partitions into pairs of vertices (vi, wi). Since B(G) is connected, it
contains a path γi from vi to wi for each i and taking η := ∆iγi, we see that ω̃ := ω∆η ∈ Ω∅(G).
This proves (9) when Ω∅(G) separates edges of ∂eG, and the marginal measure is thus the wired
uniform even measure by Proposition 3.2.

Allowing G to be infinite, if Ω∅(G) separates edges of G, the claim again follows from (10)
and Proposition 3.2.

Our first result follows as an application of Lemma 3.5.

4. The Uniform Even Subgraph and the Ising Model
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ev

eh

Figure 5: The situation in the proof in the case d = 3 in Theorem 1.1 with the edges in the
subgraph Z2×{0, 1} coloured orange (except for the two edges eh and ev). The horizontal edge
eh is separated by the light blue cycle, whereas the edge ev is separated by the bi-infinite path,
the first part of which is also coloured light blue.

for the cycles of a connected graph G may be constructed from the edges in the complement
of a spanning tree as follows: The end-points of a given edge in the complement of a spanning
tree are connected through a unique path in the spanning tree which together with the edge
defines a cycle. Since each edge outside the spanning tree appears in exactly one cycle, the set
thus defined is linearly independent. One may manually check that it is spanning.

One observes that this is equivalent to the condition that (V,E\E) is connected. This extends
to the case where G is infinite as follows:

Proposition 3.6. Suppose that G ⊂ G such that every connected component of G\G is infinite.
Then,

Ω∂v(G)|G = Ω∂v(G)

and it follows that
UEGG|G = UEG1

G.

Proof. One inclusion is clear, so let ω ∈ Ω∂vG so that ∂ω ⊂ ∂vG. Since G is finite, so is ∂vG
and any v ∈ ∂vG has a neighbour in G \ G by definition. Therefore, to each v ∈ ∂ω, we may
choose an infinite path γv in G \ G with ∂γv = v. Define the configuration ω′ = ω4v∈∂ωγv.
Now, ∂ω′ = ∅ and ω′|G = ω. The last claim follows from Proposition 3.2.

Another application of Lemma 3.5 is the following:

Corollary 3.7. For all d ≥ 2 and any k, UEG0
Λk+1
|Λk = UEG1

Λk+1
|Λk = UEG1

Λk
.

4. The Uniform Even Subgraph and the Ising Model
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Λ Λ

Figure 6: An example of two supergraphs of the finite graph Λ. On the left, the marginal of
UEG1 on Λ is different from the marginal of UEG due to the lack of a connected separating
surface between the inner and outer boundary. On the right, the two marginals are the same
due to the presence of the red path.

Proof. Note that BΛk is connected. Furthermore, Ω∅(Λk+1) ⊂ Ω∂v(Λk+1) separates edges on
δeΛk since every edge is singled out by the plaquette directly above it in the orthogonal direction
to the hyperplane in which it lies. Thus, Λk ⊂ Λk+1 satisfies Lemma 3.5 in the finite setting.

This result, while simple in itself, runs counter to common intuition in statistical mechanics
because it shows that the uniform even subgraph is extremely insensitive to boundary conditions
despite being a highly dependent model.

We continue by showing a general condition under which this insensitivity to boundary con-
ditions occurs. On a graph G = (V,E), we say that a path η ⊂ E connects G1 = (V, E1)
and G2 = (V, E2) if its end-points are non-isolated vertices in G1, G2 respectively. Recall that
W ⊂ V is called a separating surface between disjoint edge sets E1, E2 if any path connecting
(V, E1) and (V, E2) visits W .

Proposition 3.8. Assume E1, E2, E3 ⊂ E are pairwise disjoint and that E1, E2 are finite. Let
Gj = (V,

⋃
i≤j Ei). If the induced graph W of E2 is connected and a separating surface W

between E1 and E3, then πG1(Ω∅(G2)) = πG1(Ω∅(G3)).
Hence, UEGG2|G1 = UEGG3|G1 .

Proof. It suffices to check πG1Ω∅(G3) ⊂ πG1Ω∅(G2). Without loss of generality, assume γ ∈
Ω∅(G3) is connected. If πG1(γ) = γ|E1 = γ, there is nothing to prove.

Parametrising γ as an edge self-avoiding closed path, the first edge of which lies in E1 gives
rise to a partition, S, of γ|E2∪E3 consisting of maximal subpaths contained in E1∪E2. We claim
that for each s ∈ S, there is hs ∈ Ω∅((V,E2 ∪ E3)) such that s4h ⊂ E2.
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Indeed, if s ⊂ E2, hs = ∅. On the other hand, if s intersects E3, by the fact that W is
a separating surface, s|E2 splits into maximal subpaths with respect to the parametrisation
whereof the first and last segment visit W .

Since W is connected, these two segments are connected by a path c ⊂ E2. Furthermore, we
may take c such that it only intersects the given two segments of s in its end-points γ(t0), γ(t1)
in such a way that γ([t0, t1]) ⊂ s. Then, hs = γ([t0, t1])4c is even and satisfies s4hs ⊂ E2.
Let h̃ = 4shs ∈ Ω∅(G2) and γ̃ = γ4h̃. Then, γ̃ ∈ Ω∅(G2) and γ̃|E1 = γ|E1 which completes the
proof.

This tells us that, in the presence of a uniform even subgraph of G3, observing the edges of G1

gives no information about the even subgraph on the edges of G3. This holds in the strongest
possible sense:

Corollary 3.9. Assume E1, E2, E3 ⊂ E are pairwise disjoint and that E1, E2 are finite. Let
Gj = (V,

⋃
i≤j Ei). If the induced graph W of E2 is connected and a separating surface W

between E1 and E3, and η ∼ UEGG3 , then η|E1 ⊥ η|E3.

Proof. For j ∈ {1, 3} fix ηj ∈ π(V,Ej)(Ω∅(G3)) and define the set Ωη1,η3

∅ as the subset of Ω∅(G3)
which agrees with ηj on Ej. Since E1 and E2 are finite, one may note that

UEGG3 [11η|E1
=η1| η|E3 ] =

|Ωη1,η|E3

∅ |
∑

η′1∈π(V,E1)(Ω∅(G3)) |Ω
η′1,η|E3

∅ |
.

Thus, the claim follows if we can prove that Ωη1,η3

∅ is a translate of Ω0,η3

∅ , where 0 denotes the

empty graph. By Proposition 3.8, there exists η ∈ Ωη1,0
∅ . The translation map, η′ 7→ η′∆η on

Ω∅(G3), is injective, and maps Ωη1,η3

∅ into Ω0,η3

∅ and Ω0,η3

∅ into Ωη1,η3

∅ .

Proposition 3.8 applies to Λk and Zd \ Λ2k with the annulus in between as the separating
surface, illustrated in Figure 6. To extend this application to a supercritical random-cluster
configuration, our first order of business in Section 4 will be to prove that the presence of a
connected separating surface in an annulus is exponentially likely in the supercritical random-
cluster model. This is instrumental to proving Theorem 1.3.

3.2 Constructions of uniform even subgraphs in infinite volume

Defining UEG as a Haar measure immediately provides a construction of the uniform even
subgraph of an infinite graph. However, it is standard to regard percolation measures as limits
of finitely supported measures [29, Chap. 6] and this is, indeed, the approach of [33, 8] for
the uniform even subgraph. For the remainder of this section, G is an infinite graph. In this
section, we show how both the limit of the free and wired measures may be realised as limits of
Haar measures. The infinite group of free even subgraphs is a limit of an increasing sequence
of subgroups while the infinite group of wired even subgraphs is determined by a decreasing
sequence of quotients.

4. The Uniform Even Subgraph and the Ising Model
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To begin with, let us briefly review a standard approach. It was observed in [33] that any
locally finite connected graph admits a finitary generating set C ⊂ Ω∅(G). Since C is finitary,
the sums ∑

C∈A
C =

∑

C∈C
11A(C)C (11)

are pointwise convergent for any A ⊂ C. The second assertion is that Ω∅(G) = span(C). The
set C can be chosen as a Schauder basis of Ω∅ and properties of such sets are studied in [8].
The observation is used for sampling a uniform even graph by (uniformly) sampling the subsets
A ⊂ C. This is done by replacing the coefficients 11A(C) in the sum (11) with independent
random Bernoulli-1/2 variables εC . Observe, that the construction of this measure amounts
to defining a surjective homomorphism ΦC : ZN

2 → Ω∅(G) (implicitly enumerating C) and
applying Lemma 3.1 to obtain the Haar on Ω∅(G) measure as ΦC∗µ. One speaks of sampling the
coefficients εC sequentially, implying that one is really taking the weak limit of the measures
(ΦC|N≤N )∗µ for increasing N . These measures on Ω(G) are finitely supported and approximate
ΦC∗µ. Indeed, since C is finitary, the expectation of any local event (or so-called cylinder event
on a finite cylinder) is eventually constant as N →∞.

With UEG defined a priori as the Haar measure (and not as a limit or as ΦC∗µ for specific C),
we are led to consider approximations of UEG by finitely supported measures. In addition, we
may ask whether the approximations are local in the following sense: a measure is local if it
agrees with the pushforward of a measure µ on Ω(G) along the natural inclusion Ω(G) ⊂ Ω(G)
for a finite set E and G = (V, E). If the finitary basis C consists of finite cycles, we may
consider ΦC∗µ to be a limit of local measures. In [8], it is recognised that when C is a subset of
the finite subgraphs, it can at most generate the set of free uniform graphs Ω0

∅ ⊂ Ω∅(G) (see
eq. (12)), which is a proper subset of Ω∅(G) if G has more than one end (a fact which will be
discussed at the end of this section).

A natural approach to locally approximating UEG is to consider UEGG for allG = (V, E) ⊂ G
where E is finite. The simple observation that Ω∅(G) ⊂ Ω∅(G′) whenever G ⊂ G′ shows that
these groups form an increasing net ordered by inclusion of finite subgraphs7. Consequently,
the Haar measures UEGG converge due to a general result.

Theorem 3.10. Let H be a compact Abelian group and let (Γα)α∈I be an increasing net of
closed sub-groups of H. The Haar measures µα, on Γα respectively, converge weakly to the
Haar measure on Γ = ∪α∈IΓα.

Proof. The measures µα extend to measures on Γ by push-forward under the inclusion Γα ⊂ Γ.
By compactness of the space of probability measures on H, it suffices to establish that all
accumulation points of (µα) agree. Thus, let ν be an accumulation point of µα. Since Γα ≤ Γβ
for all α � β, ν is invariant under translation by any element of ∪α∈IΓα.

Now let (gj)j∈J ⊂ ∪α∈IΓα be a net converging to g ∈ Γ. Let f be a continuous function
on Γ, and note that the uniform continuity of f implies that f(x− gj) → f(x− g) uniformly.

7 The reader may choose to think of a sequence of finite subgraphs G1 ⊂ G2 ⊂ . . . such that G =
⋃

n∈NGn

rather than the net of all finite subgraphs.
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Therefore,
lim
j∈J

ν[f(x− gj)] = ν[f(x− g)].

Since ν[f(x − gj)] = ν[f ] for all j, we conclude that ν is a probability measure with support
on Γ which is invariant under translation by elements of Γ. Therefore, ν is the unique Haar
measure on Γ.

Define the set of free even subgraphs of G

Ω0
∅(G) =

⋃

G⊂G finite

Ω∅(G) =
⋃

n∈N
Ω∅(Gn), (12)

where (Gn)n∈N is any sequence of finite subgraphs, Gn ⇑ G. The Haar measure on Ω0
∅(G),

denoted UEG0
G, is called the free uniform even subgraph. Theorem 3.10 shows that UEG0

G =
lim UEGGn weakly. Furthermore, the existence of a finitary basis implies that this approxima-
tion is eventually constant on local events.

On the other hand, we refer to Ω∅(G) as the set of wired even subgraphs [8]. We shall now
see how Ω∅(G) is approximated by local wired even subgraphs giving some justification to this
name. Recall that the set of wired even subgraphs Ω∂v(G) for a subgraph G ⊂ G is defined
in terms of the boundary ∂vG with respect to G. If G ⊂ G′ ⊂ G, typically Ω∂v(G) * Ω∂v(G

′)
in contrast to the situation for Ω∅. Instead, the arrows are reversed, that is Ω∂v(G) is (or at
least contains) a quotient of Ω∂v(G

′). Recall that by the isomorphism theorem, finite quotients
correspond to homomorphisms with finite range such as the projections πG|Ω∅(G) onto πG(Ω∅(G))
in our setting. Indeed, Ω∅(G) is profinite which is a way of saying that it is determined (up to
isomorphism) by its (category of) finite quotients. In particular, write

Ω∅(G) = lim←− πG(Ω∅(G)).

for the cofiltered projective limit over the net of finite subgraphs ordered by inclusion. We
do not unravel the definition here but remark that it is the smallest object admitting suitable
projections and refer the reader to [53] for a presentation within the category of measure spaces.
It was noted in [33, Theorem 2.6] that the projections πG|Ω∅(G) with corresponding marginals
UEGG|G for all finite G ⊂ G determine ΦC∗µ by Kolmogorov’s extension theorem. Again, this
is a consequence of a general result for Haar measures.

Theorem 3.11. Let Γ = lim←−Γα be a profinite group. Then, the projective limit of the nor-
malised Haar measures on Γα exists and identifies with the consequently unique normalised
Haar measure on Γ.

Proof. Let µα denote the Haar probability measure on Γα, and πα : Γ→ Γα the projection for
all α. The conditions of [53, Theorem 3.4] are trivially satisfied for finite sets Γα so the existence
of a unique regular Borel probability measure µ on Γ is granted, such that µα = (πα)∗µ for all
α and satisfying inner regularity with respect to cylinder sets, which amounts to

µ[U ] = lim
α
µα[πα(U)], (13)

4. The Uniform Even Subgraph and the Ising Model
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for U ⊂ Γ open. The left and right invariance of µ follows from that of µα and (13) since πα
is a homomorphism for each α, so µα(πα(gUh)) = µα(πα(g)πα(U)πα(h)) = µα(U) for g, h ∈ Γ.
Thus, µ is a Haar measure on Γ. Any Haar measure on Γ shares the properties of µ, so the
uniqueness of µ according to [53, Theorem 3.4] implies the uniqueness of the Haar measure.

Remark 3.12. There are several approaches to constructing Haar measures, and Theorem 3.11
with the groundwork in [53, Theorem 3.4] is among them. This result is not new but included for
the benefit of the reader. Note also, that [53, Theorem 3.4] generalises Kolmogorov’s theorem.
In particular, Kolmogorov’s theorem provides a construction of P 1

2
which coincides with the

Haar measure on Ω(G) = lim←−Ω(G) by Theorem 3.11.

Returning to the setting G ⊂ G, observe that since πG(Ω∅(G)) 6⊂ Ω∅(G), the uniform measure
on πG(Ω∅(G)) does not push forward to a measure on Ω∅(G), but it does push forward to Ω(G)
along the inclusion πG(Ω∅(G)) ⊂ Ω(G). With this in mind, the convergence in (13) can be
realised as weak convergence of measures on Ω(G). Therefore, we obtain a local approximation
of UEGG by uniform measures on the groups πG(Ω∅(G)). As it turns out, on a connected
graph, we may take approximating measures to be wired measures, UEG1

G. Indeed, if Gn ⇑ G,
such that each Gn is finite and every component of (V,E \ En) is infinite, then it follows
from Proposition 3.6 that UEGG is approximated by a sequence of local wired uniform even
subgraphs. We summarise the discussion in a theorem.

Theorem 3.13. Let G be a locally finite, infinite connected graph. The Haar measures on
Ω∅(G) and Ω0

∅(G) as probability measures on Ω(G) are weak limits of local wired and free
uniform even subgraphs respectively.

Finally to compare the free and the wired even subgraphs, let Gn be as before and consider
the commuting diagram consisting of inclusion and restriction maps

. . . Ω∅(Gn) Ω∅(Gn+1) . . . Ω0
∅(G)

. . . Ω∂v(Gn) Ω∂v(Gn+1) . . . Ω∅(G)

This diagram characterises the limiting groups. Recall that an end is an equivalence class of
rays, that is, vertex self-avoiding paths with a single end-point where two rays are equivalent if
there exists another self-avoiding path intersecting both rays infinitely often. Equivalently, the
set of ends is the limit

e(G) = lim←−C
∞(G \G),

taken over all finite G ⊂ G, where C∞(G \ G) denotes the set of infinite components of the
graph G \G, and Cx(G \G′) is identified with Cx(G \G) for all x ∈ V when G ⊂ G′.

If e(G) is finite, one can check that n can be chosen large enough such that there is an M > n
such that for all m > M ,

Ω∂v(Gn)/πGn(Ω∅(Gm)) ∼= {f ∈ {0, 1}e(G)|
∑

e∈e(G)

f(e) = 0} (14)

Therefore, (14) is also satisfied for Ω∅(G)/Ω0
∅(G) extending the results of [8].
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3.3 Percolation on Z2

The proof of percolation of UEGZ3 relies on the following result on Bernoulli percolation:

Proposition 3.14. The critical parameter for Bernoulli percolation on Z2 × {0, 1} is strictly
smaller than 1

2
. In particular, P 1

2
,Z2×{0,1} percolates.

Proof. We shall see that this is a relatively straightforward corollary of the fact that pc(PZ2) = 1
2

[39]. To see this, we define a map T : {0, 1}E(Z2×{0,1}) → {0, 1}E(Z2) as follows: For ω ∈
{0, 1}E(Z2×{0,1}), and an edge e = (v, w) ∈ E(Z2), we set e to be open in Tω if either e0 :=
((v, 0), (w, 0)) is open in ω or each of the three edges

{v↑, e1, w↑}

is open in ω. Here, e1 := ((v, 1), (w, 1)) and v↑ = ((v, 0), (v, 1)).
Now, for ω ∼ Pp,Z2×{0,1}, the distribution of Tω is not quite Bernoulli percolation on Z2, since

each vertical edge appears in multiple plaquettes. But the upshot is that any two vertices v, w
of Z2, v and w are connected in Tω only if (v, 0) and (w, 0) are connected in ω.

In order to get rid of this dependence, let G be the multigraph obtained from Z2 × {0, 1} by
replacing every vertical edge v↑ by four parallel edges (v)↑,e indexed by the four non-vertical
edges e adjacent to (v, 1) (see Figure 7). We consider the measure Pp

G on {0, 1}E(G) where each
edge is open independently with probability p for all non-vertical edges and probability p

4
for the

new vertical edges. For each v ∈ Z2, by a union bound, the probability that some edge above
(v, 0) is open is at most p. Therefore, for every pair of vertices v, w ∈ V (G) = V (Z2 × {0, 1}),
we have

Pp,Z2×{0,1}[v ↔ w] ≥ Pp
G[v ↔ w]. (15)

Using this, we shall define a similar map T̃ : {0, 1}E(G) → {0, 1}E(Z2) by declaring an edge
e = (v, w) open in T̃ ω if either e0 is open in ω or each of the three edges

{v↑,e1 , e1, w↑,e
1}

is open in ω. Now, because of the splitting of the vertical edges, we get that T̃ ω ∼ Pp̃,Z2 for
ω ∼ Pp

G. Inclusion-exclusion yields that

p̃ = p+ p
(p

4

)2

− p2
(p

4

)2

.

For p = 1
2

we find p̃ = 1
2

+ 1
256

> 1
2
, and by continuity, p̃ > 1

2
in a neighbourhood of p = 1

2
.

Accordingly, T̃ ω percolates for all p in this neighbourhood. As before, connections in T̃ ω imply
connections in ω, which in turn, implies that ω percolates. By (15), so does Pp,Z2×{0,1}, which
is what we wanted.

4. The Uniform Even Subgraph and the Ising Model
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Figure 7: In order to get independence of Tω, we replace every vertical edge of Z2 × {0, 1} by
a parallel family of four vertical edges with lower edge weights. In order to construct T̃ ω, we
then colour the new vertical edges according to the horizontal ones.

3.3.1 Even and odd percolation

The proofs that UEGZ2 percolates (Corollary 2.10) and that UEGZd percolates for d ≥ 3
(Theorem 1.1) are rather different, and neither of the proofs extends to cover the other case.
Let us take a moment to ponder the differences between the two methods.

First notice that one can sample the uniform even subgraph of Z2 by placing a fair coin on
each plaquette, flipping them, and taking the symmetric difference of all the plaquettes where
the coin landed heads up. As Z2 is self-dual, the distribution of the coins is site percolation on
Z2. Since site percolation on Z2 does not percolate at parameter p = 1

2
, the clusters of coins

showing heads are all finite. Therefore, the infinite component of the UEG arises as a union of
finite clusters of heads meeting at plaquettes that share only a vertex and not an edge. This
is intimately related to the existence of vertices of degree 4. Attempting to investigate the
importance of vertices of degree 4, we prove that the uniform even subgraph of any bi-periodic
trivalent planar graph does not percolate in Proposition 5.3. However, in Proposition 6.1 we
construct a (non-amenable, non-planar) trivalent graph J such that UEGJ percolates.

In parallel to the case of the uniform even subgraph, whenever a finite graph G allows a
dimerisation, that is, a perfect matching, we may consider the uniform odd subgraph. Since
Zd allows a dimerisation, one way to define the uniform odd subgraph of Zd is by taking the
symmetric difference of the UEG and a fixed dimerisation. A more general characterisation
of the uniform odd subgraph is that it is the unique probability measure on the co-set of
odd subgraphs (supposing this is non-empty) which is invariant under the action of the even
subgraphs.

Since Bernoulli-1
2

percolation is the Haar measure on the space of percolation configurations,
it is invariant under taking the symmetric difference with any deterministic set. Therefore,
the symmetric difference of a dimerisation with the edges in a hyperplane as in the proof of
Theorem 1.1 is still P 1

2
distributed. Thus, the proof of Theorem 1.1 generalises and the uniform

161



even odd
Z2 X ?

Zd, d ≥ 3 X X
H × ×

Table 2: Overview of percolation of even and odd percolation on the hypercubic and hexagonal
lattices

odd subgraph percolates on Zd for d ≥ 3.
On the contrary, the proof of Corollary 2.10 does not generalise to the uniform odd subgraph

of Z2 and to our knowledge, it is still open whether odd percolation has the same phase tran-
sition as even percolation in Z2, the consequences of which are discussed in [36, Section 6].
Furthermore, we note in Proposition 5.5 and Proposition 5.7 that neither the uniform even nor
the uniform odd subgraph of the hexagonal lattice percolates. We summarise our knowledge of
even and odd percolation in Table 2.

Finally, recall from Theorem 2.9 that the uniform even subgraph of Z2 percolates. However,
if we consider the inclusion Z2 ⊂ Z3, then the marginal of UEGZ3 on Z2 is P 1

2
,Z2 by Lemma

3.5. Since P 1
2
,Z2 does not percolate, there is a certain non-monotonicity of (percolation of) the

uniform even subgraph. In [35], we show an even stronger non-monotonicity statement of UEG
and `x on general graphs.

3.4 The loop O(1) model percolates for large x ∈ [0, 1]

For monotone measures, given a single point of percolation, there is an interval of parameters
for which there is percolation. This does not apply to the loop O(1) model, which has negative
association, but we can still bootstrap the strategy from Theorem 1.1 to get an interval of
percolation points.

Theorem 1.2. Suppose that d ≥ 2. Consider the loop O(1) model `x,Zd with parameter x ∈
[0, 1]. Then there exists an x0 < 1 such that

`x,Zd [0↔∞] > 0,

for all x ∈ (x0, 1).

Remark 3.15. A similar statement for the single random current Pβ follows from the fact that
Pβ stochastically dominates `x cf. Theorem 2.5. However, this also follows without Theorem 1.2
since P dominates a Bernoulli percolation.

Proof. For d = 2, the statement follows from the stronger result in Theorem 2.9.
The rest of the argument follows the strategy of Theorem 1.1. We are going to show that the

marginal of `x,Zd on a suitably chosen set is bounded from below by a supercritical Bernoulli
percolation. Again, we divide into cases according to whether d = 3 or d ≥ 4.

4. The Uniform Even Subgraph and the Ising Model
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For d ≥ 4, consider a hyperplane Zd−1 ⊂ Zd. Let p ∈ (0, 1) and consider the random-cluster
model φp,Zd . Then, by Proposition 2.1 the measure φp,Zd dominates Bernoulli percolation with
parameter p̃ = p

2−p , i.e. Pp̃,Zd � φp,Zd . Equivalently, there exists a coupling (ω, ω̃) such that
ω ∼ φp,Zd , ω̃ ∼ Pp̃,Zd and ω � ω̃ almost surely.

Now, for any edge e ∈ Zd−1, we say that e is good if e is open, the loop around the plaquette
containing e just above e in Zd is open, see Figure 4. The probability that this loop is open in
ω̃ ∼ Pp̃ is p̃4. Define the process Ze ((ω, ω̃)) = 11{e is good}(ω̃) for each e ∈ E. Then, Ze ⊥ Ze′
if |e− e′| ≥ 2. Therefore, by [47, Theorem 0.0], the process Z stochastically dominates some
W ∼ Pq,Zd where q → 1 if p→ 1. Defining now Qe ((ω, ω̃)) = 11{e is good}(ω), then Qe ≥ Ze ≥ We

almost surely and therefore Q � W .
Next, we apply the relation (5) between φp,Zd and `x,Zd which consists of taking a uniform

even subgraph. Under this coupling, conditionally on φp,Zd , edges that are separated by cycles
become independent by Lemma 3.5. Therefore, we must have that `x,Zd |Zd−1×{0} � P q

2
,Zd−1×{0}.

Thus, for any fixed a ∈ (0, 1
2
) if we pick p close enough to 1 then q

2
> a. Since d− 1 ≥ 3, we

can once again use the fact that the edge percolation threshold for Bernoulli percolation on Z3

is strictly less than 1
2

and so, `x,Zd |Zd−1×{0}, and therefore also `x,Zd , percolates.
For d = 3, we apply the same argument as in the proof of the d = 3 in Theorem 1.1, where

we replace the hyperplane by Z2 × {0, 1} and use Proposition 3.14.

4 Proof of Theorem 1.5

Before we get our hands dirty with the details of the proof of our main theorem, we begin
this section by giving a brief overview of the arguments that go into the proof. We do so to
emphasise the underlying topological ideas, for the benefit of the impatient reader, as well as
preparing the road ahead. Then, we review some technical aspects of the Ising literature, and
set up the machinery that we shall need. Together with the previous results on the marginals
of UEG, this enables the proof of Theorem 1.3 as well as Theorem 1.4. The latter requires an
adaptation of the multi-valued mapping principle, to be discussed.

4.1 Road map and torus basics

We saw in Corollary 3.7 that for Zd, the boundary conditions under which we take the uniform
even subgraph do not matter as soon as we take a single step away from the boundary due to
the richness of loops in the graph. For the supercritical random-cluster model, we can hardly
expect a result quite as powerful, but it is known that we have a local uniqueness property of
the model ensuring that any suitably nice finite piece of the lattice is going to have a single
large cluster. Thus, with the caveat that we might have to take a bit more than a single step
away from the boundary, we should also expect the boundary conditions we are working with
not to matter. In the rest of the section, we fix d ≥ 3.

At the same time, even graphs have some nice interplay with the topology of the torus. For a
hyperplane H in Tdn orthogonal to the e1 direction and v ∈ H, we shall call the edge (v, v+ e1)
outgoing and the edge (v, v−e1) incoming. One observes that for any even subgraph G = (V,E)
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H H

Figure 8: A simple, short, topologically trivial path pictured left and a long path wrapping
all the way around the torus on the right. A path wraps all the way around the torus an odd
number of times in the e1 direction if and only if it contains an odd number of the outgoing
edges from H.

of Tdn, any outgoing edge e in E must be connected in Tdn \H either to another outgoing edge
or to one of the incoming edges. In the latter case, e is part of a cluster winding all the way
around the torus in one direction, and such a cluster has size at least8 n. This must be the
case for some outgoing edge e if the number of outgoing edges in E is odd, see Figure 8. This
discussion is completely analogous to the observation for the mirror model made in [44] and
motivates the following definition:

Definition 4.1. We say that a loop is simple if it is a path from a vertex to itself such that
every other vertex in the path is only visited once. A simple loop γ in Tdn is a wrap-around if
it contains an odd number of outgoing edges of a hyperplane H orthogonal to the e1-direction.

We say that an even subgraph G = (V,E) of Tdn is non-trivial if E contains a wrap-around.
Otherwise, say that G is trivial.

Remark 4.2. Following the above discussion, if γ contains an odd number of outgoing edges
of the hyperplane H, then it must also do so for any hyperplane H ′ parallel to H. As such,
the above definition does not depend on the choice of hyperplane. Of course, a loop might wrap
around the torus in several directions, and we could define j-wrap-arounds for every cardinal
direction in Zd, but since we do not use the different choices of direction in our proofs at all,
we omit them from the definition.

To illustrate our use of wrap-arounds, we warm up with the following lemma:

Lemma 4.3. Let G = (V,E) be a trivial even subgraph of Tdn and let γ be a wrap-around.
Then, G∆γ := (V,E∆γ) is non-trivial.

Proof. Fix a hyperplane H and note that, since the number of outgoing edges in γ is odd, the
parity of outgoing edges from H is different in G than it is in G∆γ. This immediately implies
the statement.
8 The astute reader might wonder why we do not simply make this argument on the sphere (corresponding
to the wired random-cluster measure). It is exactly this lower bound on the size of topologically non-trivial
clusters which fails for the wired measure.

4. The Uniform Even Subgraph and the Ising Model
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One immediate consequence hereof is the following:

Corollary 4.4. Let G be a fixed, not necessarily even, subgraph of Tdn which contains a wrap-
around and let NT denote the event on Ω∅(G) that a percolation configuration is non-trivial.
Then,

UEGG[NT] ≥ 1

2
.

Proof. Fix a wrap-around γ in G and let η ∼ UEGG. By the Haar measure property, we have

that η
d
= η∆γ. However, by Lemma 4.3, at least one of η and η∆γ is non-trivial. Accordingly,

by a union bound,

1 = UEGG[(η ∈ NT) ∪ (η∆γ ∈ NT)] ≤ 2 UEGG[NT].

Thus, if we can exhibit wrap-arounds in the random-cluster model, we get long clusters in
the loop O(1) model with positive probability. By using translation invariance of the random-
cluster model on the torus, we get a lower bound on the probability of having a long cluster
passing through exactly the vertex 0. This is the main idea of our proof, although we shall be
slightly more clever in our application of Lemma 4.3 to improve the bound we get.

Definition 4.5. For an even subgraph G of Tn, we denote by CNT the union of the non-trivial
connected components of G.

By translation invariance of the random-cluster model on the torus,

`x,Tdn [0 ∈ CNT] = `x,Tdn

[ |CNT|
|Tdn|

]
.

Hence, our goal in Section 4.5 shall be to lower bound this quantity.

4.2 Local Uniqueness

In order to exploit the uniform even subgraph to say something intelligent about the loop O(1)
model, we have to build up some technical machinery for the random-cluster model. This
section is dedicated to doing just that. As such, the work herein mostly consists in massaging
results from the literature into a form more amenable to our needs. The arguments are slightly
technical and a reader who is more eager to get to the proofs of our main theorems might
choose to skip it on a first reading. Apart from the proof of Theorem 1.3, the results that we
shall be needing later on are Lemmata 4.6, 4.8 and 4.14. As a first ingredient, one may note
that the construction in [20, Theorem 1.3] implies equally well the following lemma:

Lemma 4.6. For any p > pc, there exists c > 0 such that for any n ∈ N and any event A
depending only on edges of Λn,

∣∣∣φξp,Λ2n
[A]− φp,Zd [A]

∣∣∣ < exp(−cn)

for any boundary condition ξ.
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v

vk

v

vk

Bvk

Figure 9: On the left: A sketch of the event Ev from the side. When exploring a cluster
traversing the annulus from the inside to a given face, we have a probability to connect to all
other faces of a given box every time we enter a new strip (corresponding to a translate of S̃h).
This probability is uniform in the past configuration. On the right: How to apply the same
argument in the last direction. Using the fact that a crossing from top to bottom of Bvk must
intersect many transversal slabs, it is unlikely that this happens without the cluster of vk also
connecting to the left and right sides of the box.

Our second input comes from Pisztora’s construction of a Wulff theory for random-cluster
models in arbitrary dimension [52]. Let Cn,L,ε,θ ⊂ {0, 1}E(Λn) be the event that there exists a
cluster Cmax in Λn such that

• Cmax is the unique cluster in Λn touching all faces of ∂Λn.

• |Cmax| ≥ (θ − ε)nd.

• There are at most εnd vertices in Λn that do not lie on Cmax and that lie on clusters larger
than L.

Combining [52, Theorem 1.2] and [11, Theorem 2.1] yields the following:

Proposition 4.7. For all p > pc, if θ := φp,Zd [0 ↔ ∞], for all 0 < ε < θ/2, there exist L and
c > 0 such that

φξp,Λn [Cn,L,ε,θ] ≥ 1− exp
(
−cnd−1

)

for all n ∈ N and every boundary condition ξ.

A first consequence of this is a result on annular domains, which is essential for showing that
the loop O(1) model is not very sensitive to boundary conditions.

4. The Uniform Even Subgraph and the Ising Model
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Lemma 4.8 (Local Uniqueness). For d ≥ 3 and every p > pc, there exists c > 0 with the
following property: If UCn is the event that ω|Λ2n\Λn has a unique cluster crossing from Λn to
∂Λ2n, then

φξp,Λ2n
[UCn] > 1− exp(−cn)

for all n ∈ N and every boundary condition ξ.

Remark 4.9. Note that the above statement is also true for d = 2 by sharpness and duality
arguments (see Section 5.1) and for d = 1 since here, there is no p > pc. However, the proof
we give below very specifically uses the fact that d ≥ 3.

Remark 4.10. In the following, we are juggling several constants. Our convention here and
throughout will be to remark upon the changing of the value of a constant c by denoting the
new one c′ the first time it appears. Afterwards, to prevent notational bloat, we shall revert to
simply writing c.

Proof. The strategy for the proof comes in two steps: First, we show that with probability
exponentially close to 1, there is a unique large cluster in Λ2n \Λn of large volume and then we
show that, again with high probability, any crossing must be part of this one big cluster.

For any finite set B of translates Bj of Λn/2, observe the auxiliary graph GB with vertices
j ∈ {1, ..., |B|} and an edge (j, l) if Bj ∩ Bl contains a translate of Λn/4. For each edge (j, l),
let Bj,l denote a choice of such a translate. For our purposes, B will be the cover of Λ2n \ Λn

consisting of all translates of Λn/2 contained in Λ2n \ Λn−1. Since the centre of every such
translate lies on ∂Λ3n/2, we get that

|B| ≤ Cnd−1. (16)

For each j, let Cj denote the event that the corresponding translate of the event Cn/2,L,θ/4d,θ
from Proposition 4.7 occurs in Bj. Similarly, for an edge (j, l) of GB, let Cj,l denote the event
that the corresponding translate of Cn/4,L,θ/4d,θ occurs in Bj,l.

By a union bound, Proposition 4.7 and (16), we see that

φξp,Λ2n

[(
∩jCj

)
∩
(
∩(j,l)∈E(GB)C

j,l
)]
≥ 1− Cnd−1 exp

(
−c(n/2)d−1

)
− C2n2(d−1) exp

(
−c(n/4)d−1

)
,

which is at least 1− exp
(
−c′nd−1

)
for an adjusted value c′.

For future reference, we shall abbreviate Cmax = (∩jCj) ∩
(
∩(j,k)∈E(GB)C

j,k
)
. In conclusion,

φξp,Λ2n
[Cmax] ≥ 1− exp(−cn). (17)

Now, for (j, k) ∈ E(GB), on the event Cj ∩ Ck, there is a unique large cluster Cj contained
in Bj of size at least θ/4d(n/2)d and likewise for k. However, on Cj,k, there is a cluster Cj,k in

Bj,k of size 4d−1
4d
θ
(
n
4

)d
> θ/4d

(
n
2

)d
. Accordingly, Cj,k ⊆ Cj ∩ Ck. Since GB is connected, we get

that, on Cmax, all the Cj are part of one big cluster.
Now, for the second part of the argument, let v ∈ ∂Λn be given and let Cv denote the cluster

of v in ω|Λ2n\Λn . Let Ev denote the event that v is connected inside of Λ2n \Λn to ∂Λ2n and for
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any j, let Av
j be the event that Cv ∩Bj contains a cluster which touches every face of ∂Bj. We

denote by Av the event that Av
j occurs for some j. We wish to show that if Cv crosses Λ2n \Λn,

then with high probability, it must touch all faces of some Bj, that is

φξp,Λ2n
[∪v∈∂ΛnEv \ Av] ≤ e−cn. (18)

Let us first see how (18) finishes the proof. Notice that

Cmax \ (∪v∈∂ΛnEv \ Av) ⊂ UCn,

since on the former event, any cluster which crosses Λ2n \ Λn touches all faces of Bj for some
j, any such cluster must be the same as Cj, and all the Cj are part of the same cluster. The
lemma then follows by combining (18) and (17).

Thus, let us establish (18). First, by [11, Theorem 2.1], there exists a constant h such that φ0
p,Sh

percolates9, where Sh denotes the slab {0, ..., h}d−2×Z2. In particular, if S̃h := {0, ..., h}×Zd−1,
we get that φ0

p,S̃h
also percolates. For the rest of the proof, we shall assume, without loss of

generality, that n > h. Combining [52, Lemma 3.3] with the FKG inequality (Proposition 2.2),
there exists a c > 0, depending only on p such that, for any hyper-rectangle B in Zd and
any vertex w, if Ah

B(w) denotes the event that the cluster of w in S̃h + w touches all faces of
B ∩ (S̃h + w), we have φ0

p,S̃h+w
[Ah

B(w)] ≥ c.

Now, suppose v is connected to {〈w, e1〉 = 2n}, and call this event E↑v . On E↑v , we must have
that Cv crosses n

h
disjoint translates of S̃h. To use this, we explore the cluster of v from Λk to

{〈w, e1〉 = 2n} one translate of S̃h at a time and denote by vk the first vertex of Cv we encounter
in v + khe1 + S̃h. See Figure 9.

Let Bvk denote some Bj such that vk, vk + he1 ∈ Bvk . Similarly, let Past(vk) denote the
state of all previously discovered edges (open or closed) and let E(Past(vk)) denote the set of
discovered edges. By the Domain Markov Property (Proposition 2.3), we have that

φp,Zd [·| Past(vk)] = φ
ξ(Past(vk))

p,Zd\E(Past(vk))
[·],

where ξ(Past(vk)) are the boundary conditions which are wired on the component of v in
Past(vk) and free otherwise. Since for any probability measure ν and events U, V with ν(U ∩
V ) > 0, we have ν[·| U ∩ V ] = νV [·| U ], where νV [·] = ν[·| V ], we conclude that

φp,Zd [A
h
Bvk (vk)|Past(vk), E↑v ] = φ

ξ(Past(vk))

p,Zd\E(Past(vk))
[Ah

Bvk (vk)|Ẽ↑v ],

where ω ∈ Ẽ↑v if ω ∪ Past(vk) ∈ E↑v (and Past(vk) is identified with its open edges). Since Ẽ↑v is
increasing, we can apply the FKG inequality to get that

φ
ξ(Past(vk))

p,Zd\E(Past(vk))
[Ah

Bvk (vk)| Ẽ↑v ] ≥ φ
ξ(Past(vk))

p,Zd\E(Past(vk))
[Ah

Bvk (vk)].

9 Due to the finite size of the graph in all but two directions, the boundary conditions under which we take the
infinite volume limit on Sh matter, unlike in the case of Zd.

4. The Uniform Even Subgraph and the Ising Model
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Applying the comparison between boundary conditions (cf. Proposition 2.1ii), we see that

φ
ξ(Past(vk))

p,Zd\E(Past(vk))
[Ah

Bvk (vk)] ≥ φ0
p,S̃h+vk

[Ah
Bvk (vk)] ≥ c

Iterating on the above, we see that, conditionally on E↑v , Ah
Bvk (vk) occurs for some k with

probability at least 1 − (1 − c)n/h > 1 − e−c′n for some appropriate choice of c′. On the event
Ah
Bvk (vk), we have that the cluster of vk in Cv ∩ Bvk touches all faces of Bvk except possibly

those orthogonal to e1. However, we may apply a similar exploration argument to get that

φp,Zd [A
vk | Ah

Bvk (vk)] > 1− e−cn,

see Figure 9. Note that if κ denotes the first k such that Ah
Bvk (vk) occurs, then

E↑v ∩ (κ <∞) ∩ (Avκ) ⊆ Av

and therefore, on E↑v \ Av, either κ = ∞ or there is some k and a w on the boundary of
v + khe1 + Sh such that Ah

Bw(w) \ Aw occurs. Therefore, a union bound shows that

φp,Zd [E↑v \Av] ≤ φp,Zd [κ =∞| E↑v ]+

n/h∑

k=1

∑

w∈∂(v+khe1+Sh)

φp,Zd [A
h
Bw(w)\Aw] ≤ (1+Cnd)e−cn ≤ e−c

′n.

The argument in the case where v is connected to another face is similar. Thus, summing over
the 2d faces of Λ2n, we get that

φp,Zd [Ev \ Av] ≤ 2de−c
′n ≤ ec

′′n.

By yet another union bound,

φp,Zd [∪v∈∂ΛnEv \ Av] ≤ Cnd−1e−c
′n ≤ e−c

′′n

for an adjusted constant c′′. By Lemma 4.6, we get (18).

4.3 Insensitivity to boundary conditions and mixing of the loop O(1)
model

Lemma 4.8 is the random-cluster analogue of the connectivity property that we used for the
uniform even graph of Zd in Corollary 3.7. Combined with Lemma 4.6, we get that the loop
O(1) model is insensitive to boundary conditions:

Theorem 1.3. For x > xc, there exists c > 0 such that for any n ∈ N and any event A which
only depends on edges in Λn and any G which is a supergraph extending Λ4n, then

|`ξx,G[A]− `x,Zd [A]| ≤ exp(−cn),

for any boundary condition ξ. In particular, for x > xc and any sequence ξk of boundary
conditions, limk→∞ `

ξk
x,Λk

= `x,Zd in the sense of weak convergence of probability measures.
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Proof. For a percolation configuration ω, note that the event UCn from Lemma 4.8 is equal
to the event that there is a cluster in ω|Λ2n\Λn containing a separating surface between ω|Λn
and ω|Λ4n\Λ2n . In other words, Proposition 3.8 applies, so that whenever ω ∈ UCn, UEGω[A] =
UEGω|Λ2n

[A]. It follows that 11UCn(ω)UEGω[A] is a random variable which is measurable with
respect to the state of ω on edges in Λ2n. Furthermore, it is positive and bounded from above by
1. Denoting by dTV the total variation distance between probability measures, we can conclude:

|`ξx,G[A]− `x,Zd [A]| =
∣∣φξx,G[UEGω[A]]− φx,Zd [UEGω[A]]

∣∣
≤
∣∣φξx,G[11UCn(ω)UEGω[A]]− φx,Zd [11UCn(ω)UEGω[A]]

∣∣+ 2− φξx,G[UCn]− φx,Zd [UCn]

≤ dTV(φξG|Λ2n , φZd |Λ2n) + exp(−cn)

≤ exp(−c′n) + exp(−cn)

≤ exp(−c′′n),

where in the second inequality, we used Lemma 4.8 and in the third, we used Lemma 4.6.

By a similar argument, one may show an actual mixing result on Zd.

Theorem 4.11. For x > xc, there exists c > 0 such that for any n ∈ N and any events A and
B such that A depends only on the edges in some box vA + Λn and B depends only on the edges
in some box vB + Λn, for two vertices vA and vB such that |vA − vB| ≥ 6n, then

|`x,Zd [A ∩B]− `x,Zd [A]`x,Zd [B]| < exp(−cn).

Proof. Denote by UCAn the event that ω|vA+Λ2n\Λn has a unique cluster crossing from inner to
outer radius and define UCBn similarly. By Lemma 4.8, we have that

`x,Zd [A∩B] = φx,Zd [UEGω[A∩B]] = φx,Zd [11UCAn (ω)11UCBn (ω)UEGω[A∩B]] +O(exp(−cn)). (19)

Denoting by ωA = ω|vA+Λ2n and ωB = ω|vB+Λ2n , we can apply Corollary 3.9 to get that

11UCAn (ω)11UCBn (ω)UEGω[A ∩B] = 11UCAn (ω)11UCBn (ω)UEGω[A]UEGω[B]

= 11UCAn (ωA)11UCBk (ωB)UEGω[A]UEGω[B]. (20)

As 11UCAn (ωA)UEGω[A] is a positive, measurable function of ωA bounded from above by 1, so
we shall once again attempt to bound a total variation distance. Let (ω̃A, ω̃B) a coupling of
two percolation configurations with the same marginals as (ωA, ωB) such that ω̃A and ω̃B are
independent. Then, by [20, Corollary 1.4], we have that there exists a coupling P of the two
such that ω̃B = ωB almost surely and

P [ωA 6= ω̃A| ωB] < exp(−cn).

Equivalently,
dTV((ωA, ωB), (ω̃A, ω̃B)) < exp(−cn),
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and accordingly,

φx,Zd [11UCAn (ωA)11UCBn (ωB)UEGω[A]UEGω[B]]

=φx,Zd [11UCAn (ωA)UEGω[A]]× φx,Zd [11UCBn (ωB)UEGω[A]UEGω[B]] +O(exp(−cn)). (21)

Now, to finish, we note that

`x,Zd [A]`x,Zd [B] = φx,Zd [UEGω[A]]× φx,Zd [UEGω[B]]

= φx,Zd [11ω∈UCAn (ωA)UEGω[A]]× φx,Zd [11ω∈UCBn (ωB)UEGω[B]] +O(exp(−cn)).

(22)

Combining (19), (20), (21) and (22) yields the desired.

4.4 Existence of many wrap-arounds

Theorem 1.3 enables us to apply our observations from Section 4.1 by first arguing directly on
the torus and then saying that the model on Zd does not look too different. First, we prepare
for proving the existence of sufficiently many wrap-arounds.

Lemma 4.12. There exists a continuous function f : (0, 1)2 → (0, 1) with the following prop-
erty:

Let G = (V,E) be a finite graph and ξ a boundary condition. For p1 < p2, there exists an
increasing coupling P between ω1 ∼ φξp1,G

and ω2 ∼ φξp2,G
such that for any random finite set of

edges F ⊆ ω2 measurable with respect to ω2, we have

P [ω1(e) = 0 ∀e ∈ F (ω2)| ω2] ≥ P [f(p1, p2)|F (ω2)| | ω2].

Proof. Pick an ordering (ej)1≤j≤|E| of the edges and let Uj be an i.i.d. family of uniforms
on [0, 1]. For i ∈ {1, 2}, define the target tej ,i : {0, 1}{e1,...,ej−1} → (0, 1) as the conditional
probability under φpi that the edge ej is open given the state of the previous edges, i.e.

tej ,i(w) = φξpi,G[ωej | ωel = wel ∀l ≤ j − 1].

Then, recursively setting
ωi(ej) = 11Uj≤tej ,i(ωi|{e1,..,ej−1})

yields an increasing coupling between the two random graphs ωi ∼ φξpi,G.
Let us first remark that if we can prove that

tej ,2(w)− tej ,1(w′) ≥ min

{
p2 − p1,

p2

2− p2

− p1

2− p1

}
(23)

deterministically for any w � w′, then we are done.
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To see this, note that the event that ω1(e) = 0 for every e ∈ F conditional on F is the event
that te,1 < Ue conditional on Ue ≤ te,2 for all e ∈ F , conditional on F . Since te,2 ≤ p2 (cf.
Proposition 2.1iii)), we can set

f(p1, p2) :=
1

p2

min

{
p2 − p1,

p2

2− p2

− p1

2− p1

}
,

and the rest is merely computation.
Accordingly, let us establish (23). Since, t is increasing in w, we can assume without loss of

generality that w = w′. Now, if Ae denotes the event that the end-points of e are connected in
ω \ {e}, we have for i ∈ {1, 2} that

tej ,i(w) = piφ
ξ
pi,G

[Aej | ωel = wel ∀l ≤ j − 1] +
pi

2− pi

(
1− φξpi,G[Aej | ωel = wel ∀l ≤ j − 1]

)
,

whence, since p2 > p1 and Ae is increasing,

tej ,2(w)− tej ,1(w) = (p2 − p1)φξp1,G
[Aej | ωel = wel ∀l ≤ j − 1]

+

(
p2

2− p2

− p1

2− p1

)(
1− φξp2,G

[Aej | ωel = wel ∀l ≤ j − 1]
)

+

(
p2 −

p1

2− p1

)(
φξp2,G

[Aej | ωel = wel ∀l ≤ j − 1]− φξp1,G
[Aej | ωel = wel ∀l ≤ j − 1]

)

≥ min

{
p2 − p1,

p2

2− p2

− p1

2− p1

}
.

This enables us to reprove the classical result [3, Lemma 4.2] in Bernoulli percolation for the
random-cluster model, allowing for the control of the number of crossings in a box.

For an event A and r > 0, let Ir(A) denote the set of ω such that the Hamming distance
from ω to Ω \ A is at least r, i.e. changing the state of any r − 1 edges of ω cannot produce a
configuration outside of A. For A the event that Λn contains a crossing between two opposite
faces, we remark that Ir(A) is exactly the event that ω contains at least r edge-disjoint crossings.

Lemma 4.13. There exists a continuous function f : (0, 1)2 → (0, 1) such that for any increas-
ing event A, finite graph G, boundary condition ξ, r ∈ N and p1 < p2, then

f(p1, p2)r
(

1− φξp2,G
[Ir(A)]

)
≤ 1− φξp1,G

[A].

Proof. Let ω2 ∼ φξp2,G
and note that, on the event ω2 6∈ Ir(A), there exists a (possibly empty)

set of edges F such that |F | ≤ r, every edge in F is open and ω2 \ F 6∈ A. This set is not
necessarily unique, but we may simply posit some rule for resolving ambiguities. Under any
such choice, we see that F becomes measurable with respect to ω2.

4. The Uniform Even Subgraph and the Ising Model
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Hence, letting P denote the coupling from Lemma 4.12, we see that

1− φξp1,G
[A] ≥ P [ω2 6∈ Ir(A), ω1 6∈ A]

≥ P [ω1(e) = 0 ∀e ∈ F | ω2 6∈ Ir(A)]
(

1− φξp2,G
[Ir(A)]

)

≥ f(p1, p2)r
(

1− φξp2,G
[Ir(A)]

)
,

which is what we wanted.

Lemma 4.14. For a percolation configuration ω on Tdn, let N denote the maximal number of
edge disjoint wrap-arounds in ω. Then, for every p > pc, there exist α, c > 0 such that it holds
that

φp,Tdn [N ≤ αnd−1] ≤ exp
(
−cnd−1

)

for every n.

Proof. The proof essentially follows in two steps, which we outline heuristically here: Pick δ > 0
small enough and show that under φp−δ,Tdn , there is a crossing winding around the torus once
with high probability. Then, we will use the previous lemma to argue that, under φp,Tdn , there
is a large number of such crossings with high probability.

Let δ < p − pc and, for j ∈ {0, 1}, observe the two boxes Bj = (Λn−1 + jne1) /2nZd and let
Cj denote the event that the relevant translate of the event Cn−1,L,θ,θ/4d from Proposition 4.7

occurs in Bj. Furthermore, let C̃j denote the event that the relevant translate of Cn−1/2,L,θ,θ/4d

occurs in B̃j := Λn−1/2 + (−1)j n
2
e1. Note that B̃j ⊆ B0 ∩B1.

By a union bound and Proposition 4.7, we have

φp−δ,Tdn

[
C0 ∩ C1 ∩ C̃0 ∩ C̃1

]
≥ 1− 2 exp

(
−cnd−1

)
− 2 exp

(
−c(n/2)d−1

)
≥ 1− exp

(
−c′nd−1

)

(24)

for a slightly smaller constant c′ > 0. Let SL be the event that there is a simple loop wrapping
around the torus once in the sense of Definition 4.1. Let us show that

C0 ∩ C1 ∩ C̃0 ∩ C̃1 ⊂ SL. (25)

On the event C0 ∩ C1, for each j ∈ {0, 1}, there is a unique large cluster Cj contained in each
Bj, and it contains a path from the left side of Bj to its right side. Furthermore, they are
the unique clusters of size at least θ

4d
(n − 1)d in B0 and B1 respectively. Finally, on C̃j, there

is a cluster C̃j in B̃j of size 4d−1
4d
θ
(
n−1

2

)d
> θ

4d
(n − 1)d. All in all, on C0 ∩ C1 ∩ C̃0 ∩ C̃1, then

C̃j ⊆ C0 ∩ C1. That is, all the large clusters intersect.
Let us now construct a simple loop of open edges wrapping around the torus once. In Cj,

there is a path γj from the left to the right face of Bj, which is connected by a path to both
C̃0 and C̃1. By using the latter paths, we may glue γ0 and γ1 together, which yields a cluster
containing a simple loop wrapping around the torus once and (25) follows. See Figure 10.
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C̃1 C̃0

γ0

γ1

Figure 10: The construction of a simple loop wrapping around the torus once. On the left, on
C0 ∩ C̃0 ∩ C̃1, the path γ0 is connected to both of the clusters C̃0 and C̃1 via the dotted paths.
In the middle panel, on C1∩ C̃0∩ C̃1, the same is true of the path γ1. From this, a wrap-around
may be extracted as displayed in the last picture.

Since a loop cannot vanish by adding additional edges, SL is increasing. Thus, by Lemma
4.13, we have a continuous function f : (0, 1)2 → (0, 1) such that, for every α > 0,

exp
(
−c′nd−1

)
≥ 1− φp−δ,Tdn [SL] ≥ f(p− δ, p)αnd−1 (

1− φp,Tdn [Iαnd−1(SL)]
)
,

where we also used (24) and (25). Accordingly,

φp,Tdn [Iαnd−1(SL)] ≥ 1− exp
(
(α log(1/f(p− δ, p))− c′)nd−1

)
,

yielding that
φp,Tdn [Iαnd−1(SL)] ≥ 1− exp

(
c′′nd−1

)

for an adjusted value c′′ > 0 and suitably small α.
All that is left to do is to notice that Iαnd−1(SL) is the event that there exist at least αnd−1

edge-disjoint simple loops wrapping around the torus exactly once, which is a sub-event of
(N ≥ αnd−1).

4.5 Infinite expected cluster sizes from torus wrap-arounds

Finally, we are in position to prove our main result following the outline given in Section 4.1:
We exploit Lemma 4.3 and Lemma 4.14 to lower bound the number of large clusters in the loop
O(1) model on the torus. Then, we use Lemma 4.6 and Lemma 4.8 to compare the loop O(1)
model on the torus to the one on Zd with arbitrary boundary conditions.

First of all, we employ a modification of the multi-valued mapping principle to make more
clever use of Lemma 4.3. The multi-valued mapping principle is a very general piece of combi-
natorial technology which allows for a rough sort of counting.

In its essence, the principle generalises the idea that if there exists a k-to-1 map f from a
set A to a set B, then |A| = k|B|. A way of envisioning this is as a bipartite graph with the
elements of A and B as vertices and an edge between a and b if f(a) = b. In general, if you

4. The Uniform Even Subgraph and the Ising Model
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η

η∆γj

η∆γk

η∆γj∆γk

Figure 11: A small subgraph of the auxiliary graph Gγ,η0 . An initial even subgraph is exposed
to the symmetric difference with all possible combinations of our initial wrap-arounds. It turns
out that most of such combinations yield a high number of vertices on non-trivial clusters.

have a bipartite graph with bipartition (A,B) such that the degree of any vertex in A is at least
n and the degree of any vertex in B is at most k, then n|A| ≤ k|B|. The following argument
essentially generalises this fact to the setting where A might also have internal edges. Recall
that CNT is the union of the clusters containing a wrap-around.

Lemma 4.15. For any c > 0 and any ε ∈ (0, c
2d

), there exists δ > 0 such that the following
holds:

For any n, and any subgraph G of Tn with cnd−1 edge-disjoint wrap-arounds (γj)1≤j≤cnd−1, we
have

UEGG[|CNT| ≥ εnd−1] ≥ δ.

Proof. Let G be a subgraph of Tn with cnd−1 edge-disjoint wrap-arounds (γj)1≤j≤cnd−1 . For a
subset A ⊂ {1, 2, . . . , cnd−1}, let γA := ∆a∈AγA. As such, η0 ∈ Ω∅(Tn), η0∆γA is the symmetric
difference of η0 with γj for each j ∈ A. Consider the following auxiliary graph Gγ,η0 isomorphic
to the Cayley graph with (γj) as generators: The vertices of Gγ,η0 are η0∆γA, where A ranges
over the power-set of {1, .., cnd−1} and η1 is adjacent to η2 if η1∆η2 is equal to γj for some j.
See Figure 11.

Note that if η0 ∼ UEGG, η0
d
= η0∆γA for every A. Accordingly if η̃ is a uniform vertex of

Gγ,η0(η0), η0
d
= η̃. The upshot of this is that it suffices to argue that, deterministically, a high

proportion of the vertices in Gγ,η0 have the property that |CNT| ≥ εnd−1.
Let Sε denote the set of vertices in Gγ,η0 such that |E(CNT)| < dεnd−1. Note that any η ∈ Sε

has E(CNT(η)) intersect γj for at most dεnd−1 different j. For any j such that γj does not
intersect E(CNT(η)), we can apply Lemma 4.3 to the subgraph (V (Tn), η \E(CNT(η))) to get that
there is at least one wrap-around in η∆γj which uses no edges from CNT(η) and no wrap-around
in η which is not in η∆γj. All in all, we get that

|E(CNT(η∆γj))| ≥ |E(CNT(η))|+ n.

Accordingly, η has at least (c− dε)nd−1 neighbours η′ such that |E(CNT(η′))| − |E(CNT(η))| ≥ n.
Let α denote the number of such edges, that is,

α = |{η ∈ Sε, j ≤ cnd−1| |E(CNT(η∆γj))| ≥ |E(CNT(η))|+ n}|

Define αext to be the number of edges with one end-point in Sε and the other in Gγ,η0 \Sε and
let αint denote the number of such edges with both end-points in Sε. Since each η ∈ Gγ,η0 \ Sε
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has at most cnd−1 neighbours in Sε, we have that

αext ≤ cnd−1|Gγ,η0 \ Sε|.
On the other hand, any η ∈ Sε has at most dεnd−1 neighbours with smaller E(CNT). Accordingly,

αint ≤ dεnd−1|Sε|.
Adding this up, we get that

(c− dε)nd−1|Sε| ≤ α = αext + αint ≤ cnd−1|Gγ,η0 \ Sε|+ dεnd−1|Sε|,
implying that

|Gγ,η0 \ Sε|
|Sε|

≥ c− 2dε

c
,

or, equivalently, that
|Gγ,η0 \ Sε|
|Gγ,η0|

≥ 1− 1

2

(
c

c− dε

)
:= δ.

Now, for η ∈ Gγ,η0 \ Sε, we see that

2dεnd−1 ≤ 2|E(CNT(η)| =
∑

v∈V (CNT(η))

deg(v) ≤ 2d|V (CNT(η))|,

implying that |V (CNT(η))| ≥ εnd−1. To finish, observe that since η̃ was a uniform vertex of
Gγ,η0 ,

UEGG[|CNT| ≥ εnd−1] = P [η̃ ∈ Gγ,η0 \ Sε] ≥ δ.

We can now conclude the polynomial lower bound for the loop O(1) model on the torus.

Theorem 1.4. Let x > xc. Then, there exists c > 0 such that `x,Tdn [0↔ ∂Λn] ≥ c
n

for all n.

Proof. By translation invariance,

`x,Tdn [0↔ ∂Λn] ≥ `x,Tdn [0 ∈ CNT] = `x,Tdn

[ |CNT|
|Tdn|

]
.

Let N denote the maximal number of disjoint wrap-arounds on the torus. For any given
c > 0, choose ε ∈ (0, c/2d) and let δ be chosen as in as in Lemma 4.15. Then, by Theorem 2.5,

`x,Tdn

[ |CNT|
|Tn|

]
= φx,Tdn

[
UEGω

[ |CNT|
|Tn|

]]

≥ φx,Tdn

[
11N≥cnd−1(ω)UEGω

[ |CNT|
|Tn|

]]

≥ φx,Tdn

[
11N≥cnd−1(ω)

εnd−1

cnd
δ

]

= φx,Tdn [N ≥ cnd−1] · εδ
cn
,

4. The Uniform Even Subgraph and the Ising Model

176



where, in the second inequality, we used Lemma 4.15.
By Lemma 4.14, we have that φx,Tdn [N ≥ cnd−1] ≥ 1− exp

(
−cnd−1

)
for some value of c > 0,

which finishes the proof.

Combining the insensitivity to external topology we proved for the loop O(1) model in The-
orem 1.3, this lower bound readily transfers from the torus to Euclidean space and we obtain
Theorem 1.5.

The diameter of a cluster C in Zd is given by diam(C) = supx,y∈C |x− y|. Recall that C0 is the
cluster of 0.

Corollary 4.16. For x > xc then

`x,Zd [diam(C0)] =∞.

Proof. We have that

`x,Zd [diam(C0)] ≥
∞∑

k=1

`x,Zd [diam(C0) ≥ k] =
∞∑

k=1

`x,Zd [0↔ ∂Λk],

and the right-hand side diverges by Theorem 1.5.

5 The loop O(1) model on the hexagonal lattice H and

other bi-periodic planar graphs

In this section, we first prove a no-go theorem for percolation of the loop O(1) model on a
class of planar graphs. Then, we focus on the hexagonal lattice and discuss how to adapt the
arguments of Section 4 apply to it, despite the fact (as we shall see) that the model does not
percolate. This confirms that the arguments of Section 4 alone are not strong enough to prove
percolation, e.g. on Zd.

5.1 Characterisation of percolation in the planar case.

Using the more complete theory of planar percolation models, we can answer the question of
whether βclust

c (`) = βperc
c (`) for planar graphs with suitable symmetries with the aid of the argu-

ments of [31] - up to generalising some well-established results in the literature. Unfortunately,
the answer varies with the graph.

First off, recall the notion of planar duality. To an embedded planar graph G = (V,E), we
associate its dual graph G∗ = (V∗,E∗), where V∗ is the set of faces of G and every edge e ∈ E
is associated to a dual edge e∗ ∈ E∗ between the two faces adjacent to e. One can check that
G∗ can be embedded into the plane by identifying a given face with a prescribed point in its
interior.

For spin models on {−1,+1}V as well as percolation measures on {0, 1}E, we get dual models
on {−1,+1}V and {0, 1}E∗ respectively by flipping spins and considering *-connections instead
ordinary connections in the former case and by setting ω∗(e∗) = 1− ω(e) in the latter.
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In this picture, the dual model of φp,G is φp∗,G∗ , where p and p∗ satisfy the duality relation
(cf. [19, Proposition 2.17])

pp∗

(1− p)(1− p∗) = 2. (26)

The spirit of the relationship between the loop O(1) model and the planar Ising model goes
back to Kramers and Wannier [45]. Below, x∗ is the x-parameter obtained from Table 1 by
plugging in p∗:

Proposition 5.1. Suppose that G is a planar graph. Then, for every β, `x∗,G is the law of the
interfaces of an Ising model with + boundary conditions on G∗ at inverse temperature β.

More precisely, in this picture, the planar loop O(1) model on G can be coupled with the
Ising model on G∗ as the pair (η, σ), where, for a given dual edge e∗ = (f, g), we set η(e) = 1 if
and only if σfσg = −1. This extends to β = 0, where η ∼ UEGG and σ assigns + and − spins
independently with probability 1

2
.

Now, we turn our attention to the class of bi-periodic embedded planar graphs, for which we
have the following non-coexistence result:

Theorem 5.2 (Non-co-existence). For any bi-periodic planar graph G = (V,E), there exists
no translation-invariant measure µ on either {−1,+1}V or {0, 1}E such that

a) µ has FKG.

b) µ has a unique infinite component and an infinite dual component almost surely.

This theorem was originally proven in [55, Theorem 9.3.1], and we refer the reader to [24,
Theorem 1.5] for a short, independent proof. Since any such G must be amenable, the Burton-
Keane argument [13] applies to all models below to show that if there is an infinite (primal or
dual) component, it must be unique.

First, let us note that there is a robust subclass of bi-periodic planar graphs for which perco-
lation of the loop O(1) model is impossible.

Proposition 5.3. The loop O(1) model on any trivalent bi-periodic graph G does not percolate,
i.e. for every vertex v ∈ V and all x ∈ [0, 1], then

`x,G[v ↔∞] = 0.

Proof. Percolation of the loop O(1) model implies the existence of an infinite cluster of open
edges, which on a trivalent graph G, is an infinite simple path. In the dual picture, this would
imply the co-existence of infinite components of + and − for the Ising model on G∗. Now, G∗
is a bi-periodic planar graph, so by Theorem 5.2 there can be no co-existence of such infinite
components in the Ising model (at finite or infinite temperature).

4. The Uniform Even Subgraph and the Ising Model
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On a bi-periodic planar graph G with vertices of higher degree, we would expect exponential
decay of the size of + clusters on G∗, similarly to [37]. Heuristically, the subcritical Ising model
on G∗ should behave roughly like Bernoulli site percolation at parameter 1

2
due to the expo-

nential decay of correlations. In general, *-connections are easier than ordinary connections,
so by essential enhancement (see [7, 9]), the critical parameter for site percolation, henceforth
psite
c , on G should be strictly greater than 1

2
. 10

Accordingly, in this range of parameters, the loop O(1) model on G∗ should percolate by the
same arguments as those given in [31]. On the other hand, for a supercritical Ising model on
G∗, we can use the Edwards-Sokal coupling to get that there is an infinite component of either
+’s or −’s which dominates the infinite component of the random-cluster model. Since G∗ is
bi-periodic, this excludes the co-existence necessary for the loop O(1) model to percolate.

We believe that following the program outlined above one could obtain a proof of the following
conjecture:

Conjecture 5.4. Suppose that G is a bi-periodic planar graph such that psite
c (G∗) > 1

2
. Then,

βexp
c (`G) = βper

c (`G) = βc(φG).

5.2 Phase transition on the hexagonal lattice H
In order to illustrate the robustness of our arguments on the torus, we are going to apply them
to the hexagonal lattice, where we know percolation of the loop O(1) model is impossible due
to Proposition 5.3.

For normalisation purposes, we embed the triangular lattice as the lattice generated by the
edges 1, ei

π
3 and ei

2π
3 and consider the hexagonal lattice as its dual. Since the triangular lattice

is invariant under translation by 1 and ei
π
3 , then so is the hexagonal lattice. Hence, consider the

linear map T which fixes 1 and maps i to ei
π
3 and the tilted box ΛH

k = TΛk. On this box, we can
observe the quotient where v ∼ w if and only if v−w ∈ 2k

(
Z + ei

π
3 Z
)
, which corresponds to a

graph embedded on the torus on which the random-cluster model is automorphism-invariant.
Since the hexagonal lattice also has a reflection symmetry in the line {Im z = 0}, we see that
the toric graph thus defined is vertex-transitive and thus, `x,ΛH

k/∼[0 ∈ CNT] = `x,ΛH
k/∼[v ∈ CNT] for

any v ∈ ΛH
k .

As such, all of our arguments from above carry through so long as we can justify a version
of Lemma 4.8 and Lemma 4.14 for the hexagonal lattice. This, however, is downstream from
sharpness of the random-cluster phase transition (see [24]) on the triangular lattice, as we shall
now sketch. All the arguments are rather standard and slightly orthogonal to the themes of
this paper. As such, we shall assume rough familiarity with them and only provide cursory
details. We direct the interested reader to [19].

Indeed, to get a version of Lemma 4.8, note that, for p > pc, the probability of having a dual
crossing from ΛH

n to ∂ΛH
2n on H is exponentially unlikely. However, the existence of two disjoint

clusters crossing the tilted annulus would imply the existence of such a dual crossing.

10 This is not necessarily true e.g. if G∗ is obtained by periodically attaching finite graphs to the vertices of a
triangulation, but psitec (G∗) > 1

2 should be the generic case.
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Similarly, the probability of having a dual top-to-bottom crossing in ΛH
k is exponentially

unlikely, implying that the probability of having a left-to-right crossing in ΛH
k is exponentially

close to 1, which allows us to apply Lemmas 4.12 and 4.13 to get a version of Lemma 4.14.
Once these are off the ground, the rest of the arguments of our paper carry through without

issue, yielding βclust
c (`H) = βexp

c (`H) = βc(φ) for the loop O(1) model on H. Combined with
Proposition 5.3, we obtain the full phase diagram that we summarise below. We have also
plotted the situation in Figure 1.

Proposition 5.5. For the loop O(1) model on H,

βclust
c (`H) = βexp

c (`H) = βc(φH),

while
βperc
c (`H) =∞.

Thus, for the loop O(1) model, we know exactly what happens on the hexagonal lattice
H. However, for the random current measure, the story is quite different. Due to stochastic
domination from below by Bernoulli percolation (see Theorem 2.5), there is a percolative phase
transition at some βperc

c (PH) <∞.
Indeed, all connected even subgraphs of a trivalent graph are simple cycles, which constrains

`0
x,H rather heavily, but does not affect Px,H a priori. As such, it is natural to suspect that while

the behaviour of the loop O(1) model is sensitive to the graph, the behaviour of the random
current measure is generic.

Conjecture 5.6. All phase transitions of the random current and random-cluster model on the
hexagonal lattice coincide:

βperc
c (PH) = βc(φH).

As a final aside, we add a note on odd percolation on the hexagonal lattice. One might recall
from Section 3.3 that the uniform odd subgraph can be obtained by fixing a deterministic
dimerisation and then taking the symmetric difference with a uniform even subgraph, but on
an odd graph, one checks that the uniform odd graph also arises as the complement of a uniform
even graph.

Proposition 5.7. For any trivalent, bi-periodic graph G, the uniform odd subgraph of G does
not percolate. In particular, the uniform odd subgraph of H does not percolate.

Proof. Since the uniform odd graph of G is the complement of a uniform even one, we have a
coupling (η, σ) of a uniform odd subgraph η of G and I0,G∗ by setting η(e) = 1 for e∗ = (f, g) if
and only if σfσg = 1. Since the monochromatic clusters are surrounded by simple loops in the
complement of η and G is trivalent, we get that η percolates if and only if the monochromatic
clusters of σ percolate. However, by spin-symmetry, this would imply the co-existence of an
infinite cluster of +’s and an infinite cluster of −’s. Since this does not happen, we conclude
that η does not percolate.

4. The Uniform Even Subgraph and the Ising Model
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6 Perspective

We conclude by discussing some more general properties percolation of the UEG and some
open problems.

6.1 General characterisations of percolation of the UEG

As with any model without positive association, getting a grip of the general behaviour of the
UEG is a priori a daunting task, but one might hope for some semi-robust arguments that allow
one to handle large classes of graphs, as for the planar case or the case where the graph G in
question has a subgraph H where Ω∅ separates edges and pc(Pp,H) < 1

2
.

We saw in Section 5.1 that trivalence prevents the UEG on bi-periodic planar graphs from
percolating. However, as we now show, it is not true that trivalence is an obstruction to
percolation in general. Consider the trivalent supergraph J of N, adding the edges (1, 10),
(1, 100) and (n, 10n+1) for all n that are not powers of 10. One may note that J is non-amenable
and non-planar.

Proposition 6.1. UEGJ percolates. In particular, there exists an infinite trivalent graph for
which the uniform even subgraph percolates.

Proof. We follow the construction of the uniform even subgraph from [8] and construct a basis
for Ω∅(J) from a spanning tree. Pick the spanning tree in J which is simply the original graph
N and for every other edge e (henceforth called ’external’), let Ce be the simple loop in J given
by joining e with the unique path in N connecting the end-points of e. One may check that the
Ce form a locally finite basis of Ω∅(J). One may note, in particular, that every external edge
belongs to a unique such loop.

Thus, similar to Equation (11), for every external edge e, we can let εe be an i.i.d. family of
Bernoulli-1

2
variables and sample the UEG of J as

∑

e

εeCe.

Due to the trivalence of J, this gives the cluster of 1 the following random walk type repre-
sentation on N: First, we set x0 := 1 and reveal the states of ε(1,10) and ε(1,100). If both are 0,
then the cluster of 1 is trivial and the process ends. Otherwise, we set x1 equal to the largest
number j such that ε(1,j) = 1 and set e1 = (1, j).

Now, recursively, given that the process arrived at xj through the edge ej, since the cluster of
1 is a simple loop in J, exactly one of the other edges adjacent to xj must be open. We proceed
by cases:

i) We have already revealed the state of one of the neighbouring edges. In this case, we
know the unique open edge among the two and set ej+1 equal to this edge and xj+1 equal
to the other end-point of ej+1. Either xj+1 = 1, and the process terminates, or it is not,
in which case the process continues.
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ii) ej is an external edge and we have not revealed the state of (xj − 1, xj). In this case, we
check the sum of εe for every external edge e = (n,m) such that n < xj < m (these are
exactly the external edges such that (xj−1, xj) ∈ Ce). If the sum is even, then (xj−1, xj)
is closed, so (xj, xj + 1) must be open and vice versa. Since we have not yet revealed the
state of (xj − 1, xj), the conditional parity of the sum is a Bernoulli random variable. In
conclusion, with probability 1

2
, (xj − 1, xj) is open, and we set ej+1 = (xj − 1, xj) and

xj+1 = xj−1. Otherwise, we set ej+1 = (xj, xj + 1) and xj+1 = xj + 1. The upshot is that
the process goes left with probability 1

2
and right otherwise.

iii) ej is not an external edge and the state of the unique external edge exj going through
xj has not yet been revealed. In this case, if εexj = 1, we set ej+1 = exj and xj+1 equal
to the other end-point of exj . Otherwise, the edge ej+1 := (xj, xj + (xj − xj−1)) is open,
and we set xj+1 = xj + (xj − xj−1). The upshot is that the process takes the external
edge it just arrived at with probability 1

2
, and otherwise it continues along N in the same

direction as it has been travelling thus far.

The upshot of the upshots is that the walk arrives somewhere via an external edge, turns left or
right with probability 1

2
and keeps walking for a geometric number of steps until it encounters

an open external edge. The probability that 1 is connected to∞ is then at least the probability
that xj never has the form 10n at times j where ej is not an external edge (note that 1, 10 and
100 do have this form). This is achieved if Bn happens for every n, where Bn denotes the event
that there is an open external edge in [10n + 1, 10n+1 − 1].

Since the marginal of the open external edges is Bernoulli 1
2

percolation, we get that

UEGJ[Bn] ≥ 1− 210n+1−10n−2 ≥ 1− 28·10n

A union bound now yields that

UEGJ[1↔∞] ≥ UEGJ[∩nAn] ≥ 1−
∞∑

n=0

2−8·10n > 0.

Secondly, one might wonder about the links between the behaviour of Bernoulli percolation
and that of the UEG. For instance, one might have a suspicion that if a graph G is easily
disconnected in the sense that the percolation threshold pc(Pp,G) is very close to 1, this lack of
connectivity might also impact the UEG. This, too, turns out to be false. In order to prove this,
we start with a result stating that the infinite cluster of the slightly supercritical random-cluster
model is easily disconnected. Recall, how we defined the dual parameter in (26).

Proposition 6.2. For every δ ∈ (0, 1), there exists r > 0 such that φp,Z2 ∪ Pδ,Z2 percolates for
every p > pc(φp,Z2) − r. In particular, if p < (pc − r)∗ and ω ∼ φp,Z2 , then qc(Pq(ω)) > 1 − δ
almost surely.
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Proof. For fixed p, δ ∈ (0, 1) and a subgraph H of Z2, note that νξp,δ,H := φξp,H ∪ Pδ,H is a
monotonic percolation measure on H and hence, so is its dual measure. Therefore, we can apply
the general sharpness arguments from [24] to see that, for fixed p, there exists a δc(p) ∈ [0, 1]
such that for δ < δc, ν

1
p,δ,H has exponential decay and for δ > δc, (ν0

p,δ,H)∗ has exponential decay.
Since the phase transition of φZ2 on Z2 is continuous [58, 25], φ0

pc,Z2 does not have exponential
decay, and we get that δc(pc(φp,Z2)) = 0. In particular, for any δ and any c ∈ (0, 1), there exists
an n such that

(ν0
pc,δ,Λ2n

)∗[A(n) is good] > 1− c,
where A(n) = Λ2n \ Λn and A(n) is said to be good if it does not contain a dual open crossing
from Λn to ∂Λ2n. Just like in the Theorem 2.9, this inequality is sufficient to extract an infinite
cluster for c sufficiently small.

However, for fixed δ > 0, ν0
p,δ,Λ2n

[A(n) is good] is a continuous function of p and hence, there
exists some r > 0 such that ν0

p,δ,Λ2n
[A(n) is good] > 1 − c remains true for p > pc − r. In

particular, νp,δ,Z2 percolates for all such p and its dual has exponential decay. This gives the
first conclusion.

To get the second conclusion, we move to the dual picture and see that ν∗p,δ,Z2 is the distribution
of ω∗ \ ζ, where ζ ∼ Pδ,(Z2)∗ and independent of ω. This, however, is exactly Bernoulli-(1− δ)
percolation on ω∗. Since ν∗p,δ,Z2 has exponential decay, we conclude that P1−δ,ω does not percolate
almost surely, which is what we wanted.

We note that the proposition also holds for the random-cluster model for 1 ≤ q ≤ 4, but
we do not know whether it holds in Zd for d ≥ 3. Finally, from the extended version of the
Theorem from [31] we obtain the following Corollary.

Corollary 6.3. For every ε > 0, there exists an infinite graph G with qc(Pq,G) > 1 − ε such
that the uniform even subgraph of G percolates.

Proof. For given ε, we may apply Proposition 6.2 to pick δ such that P1−ε,ω does not percolate
almost surely for ω ∼ φpc+δ,Z2 . However, by [31, Theorem 1.3], `pc+δ,Z2 , which is the UEG of ω,
percolates almost surely.

In particular, there must exist at least one realisation G of ω which has qc(Pq,G) > 1− ε and
the property that UEGG percolates almost surely.

6.2 The situation for p = pc

Our proof of infinite expectation of cluster sizes of `p,Zd required that p > pc. For p < pc there
is exponential decay by stochastic domination by φp. Here, we briefly discuss the situation for
p = pc.

For d ≥ 3 and p = pc, we do have a polynomial lower bound for connection probabilities,
since by [19, Theorem 4.8], there exists c, C > 0 such that

c

|v|d−1
≤ 〈σ0σv〉βc,Zd ≤

C

|v|d−2
,
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where we note that a more general, and for d ≥ 5 tighter, bound is proven in [6]. Therefore,
φpc,Zd [|C0|] = ∞. On the other hand, it does not percolate by continuity of the Ising phase
transition [25]. Heuristically, a model with infinite expected cluster sizes should percolate as
soon as any independent density of edges is added to it. Therefore, with the coupling from
Theorem 2.5 in mind, we do not expect that `xc,Zd [|C0|] =∞.

However, for any d ≥ 2, we still believe that connection probabilities of `xc,Tdn satisfy polyno-
mial lower bounds in the volume of the torus. It remains, however, a difficulty to transfer the
result to Zd, since we cannot use Pizstora’s construction to exhibit separating surfaces in φpc,Zd .
For d = 2, polynomial bounds on the existence can be achieved with ordinary RSW theory,
which suffices for establishing a polynomial lower bound on cluster sizes in `xc,Z2 . In other
dimensions, though, no similar tool exists in the literature to our knowledge. We summarise
our expectations in the following conjecture:

Conjecture 6.4. Let d ≥ 3. Then we expect that `xc,Zd [|C0|] < ∞ and that there exists some
a, b > 0 such that

a

|v|b
< `xc,Zd [0↔ v].

6.3 Remaining questions for the phase diagram of ` and P on Zd

In Theorem 1.5 and Proposition 5.5 we managed to prove a condition akin to criticality all the
way down to the random-cluster phase transition for the loop O(1) model on both Zd and H.
However, on Z2, the transition from exponential decay to percolation happens at one point,
whereas it never happens for H. This motivates the following question that asks whether a
proper intermediate regime can exist:

Question 6.5. Does there exist a lattice L such that the loop O(1) model `x,L for x ∈ [0, 1]
has a non-trivial intermediate regime, i.e. an interval (a, b) ⊂ [0, 1] and points 0 < x0 < a
and b < x1 < 1 such that `x0,L has exponential decay, `x1,L percolates, and `x,L neither has
exponential decay nor percolates for x ∈ (a, b)?

Even with our main Theorem in mind, our motivating problem of interest [17, Question 1] is
still left open for Zd with d ≥ 3. Since the random current model stochastically dominates the
loop O(1) model, a positive answer would follow from sharpness for `x. One reason to suspect
this on Zd goes as follows:

The estimate in Theorem 1.4 is particularly crude. We essentially only use that one may
increase the size of the non-trivial clusters by taking the symmetric difference with a wrap-
around which intersects only trivial clusters. However, due to the existence of vertices of
degree at least 4, there are plenty of scenarios where acting by a wrap-around increases the size
of the non-trivial cluster even when the two intersect. As such, we conjecture the following,
which was noted in [31] (cf. Theorem 2.9):

Conjecture 6.6. For Zd, d ≥ 3 it holds that βperc
c (`) = βexp

c (`).

Of course, one may also settle for the weaker statement:

4. The Uniform Even Subgraph and the Ising Model
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Conjecture 6.7. For d ≥ 3, the single random current on Zd has a unique sharp percolative
phase transition, i.e. βperc

c (P) = βexp
c (P).

6.4 Infinite clusters of the loop O(1) model on the cut open lattice

The technical reason that we cannot extend our result from infinite expectation of cluster sizes
to percolation is that we have difficulties in controlling the variations of where wrap-arounds
occur. If η is trivial and γ is a wrap-around, then η∆γ contains at least one wrap-around by
Lemma 4.3, but there is no reason to suspect that this wrap-around intersects γ at all. In an
artificial setup that we will now sketch, we can overcome this barrier.

Consider the graph Zd obtained from Zd by removing all edges from a fixed hyperplane with
the exception of a single edge, e. Call the graph resulting from this procedure Zd. We also
consider a similar cut-up H version of the hexagonal lattice H. Just as in the non-cut-up case,
we may consider a quotient of Λn ∩Zd as a subgraph of the torus and carry out our arguments
from before (and similarly for ΛH

n ∩H).
However, by construction, we know that any wrap-around in the cut-open torus must use the

edge e. Therefore, as the size of the torus grows to infinity, we find that the edge e is part of
an infinite cluster with constant probability, and conclude that the corresponding loop O(1)
model percolates.

Theorem 6.8. For p > pc(φZd), there exists an infinite cluster of `p,Zd with positive probability.

It follows from the stronger result in [11] that the critical parameter for the random-cluster
model on the half space is the same as for the full space, so it holds by monotonicity that
pc(φZd) = pc(φZd) (as well as pc(φH) = pc(φH)).

Theorem 6.9. Even though H ⊂ H, there exists a p > 0 such that

`p,H[0↔∞] > 0 = `p,H[0↔∞].

One reason that we show the argument here is that we speculate that finer control of the
variations of the wrap-arounds arising from the combinatorial argument could help shed light
on the remaining questions.

Acknowledgements

We thank Ioan Manolescu and Peter Wildemann for helpful discussions and Aran Raoufi and
Franco Severo for getting us started on the problem in the first place. BK and FRK acknowledge
the Villum Foundation for funding through the QMATH center of Excellence (Grant No. 10059)
and the Villum Young Investigator (Grant No. 25452) programs. UTH acknowledges funding
from Swiss SNF.

185



References

[1] M. Aizenman. Geometric analysis of ϕ4 fields and Ising models. Parts I and II. Commu-
nications in mathematical Physics, 86(1):1–48, 1982.

[2] M. Aizenman, D. J. Barsky, and R. Fernández. The phase transition in a general class of
Ising-type models is sharp. Journal of Statistical Physics, 47(3):343–374, 1987.

[3] M. Aizenman, J. T. Chayes, L. Chayes, J. Fröhlich, and L. Russo. On a sharp transition
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Quantum walks in random magnetic fields
Frederik Ravn Klausen, Christopher Cedzich, Albert H. Werner

Abstract

A model for quantum walks in magnetic fields where the plaquette phases are i.i.d.
random is introduced. In a regime analogous to the strong disorder Anderson localziation
is expected. We prove an a priori initial scale estimate as well as exponential decay of frac-
tional moments of the Greens function. The proofs generalize the approach to the unitary
Anderson model given in [16, 17], thereby overcoming several additional complications
stemming from the internal degree of freedom and the Aharonov-Bohm effect.

1 Introduction
Quantum walks are mathematical models that describe the dynamics of single and few-particle
quantum systems on lattice structures. They constitute a model for quantum simulation in
discrete time for single and few-particle quantum systems with an internal degree of freedom.
The transport properties have been extensively studied, showcasing ballistic transport for co-
herent evolution, a transition to classical, i.e. diffusive behaviour in case of decoherence as well
as Anderson localization for disordered on-site potentials [21].

Recently, a discrete version of the minimal coupling principle for Hamiltonian systems has
been established, allowing for the study of quantum walks in the presence of external gauge
fields such as electro-magnetic fields [10]. For electric fields, the spectrum, as well as the
propagation behaviour, turns out to sensitively depend on the degree of irrationality of the
electric field [11] with generic fields leading to Anderson localization [12]. Similarly, results on
the spectral properties of the underlying unitary operators have been obtained in the case of
magnetic fields [8] and also for a unitary analogue of the almost Mathieu operator [9].

In this paper, we focus on the case quantum walks subject to randomly fluctuating magnetic
fields for two-dimensional quantum walks. In the Hamiltonian case, this model system has been
studied exhaustively in the literature before, both in the ideal case of a homogeneous magnetic
field [20, 29] as well as in fields that randomly fluctuate [26, 28, 14] albeit without an additional
internal degree of freedom. This internal degree adds complexity to the analysis. When we
consider the A-fields then the internal degree of freedom results in equal and opposite phases
acquired by a particle traversing an edge either forwards or backwards. Introducing a rank 2
perturbation instead of rank 1 perturbations studied in previous works [16] and [21]. In fact,
showing that parts of the strategy from [16] and [21] adapt to this more complicated setting is
one of the main contributions of this paper.

It shall be noted that because of the fluctuations in the field the usual approach cannot
be applied anymore. This approach consists of choosing a clever gauge, which trivializes the
gauge potential in one of the lattice dimensions. Then, this lattice dimension is admissible for
being Fourier transformed to the torus, yielding the so-called “almost-Mathieu” operator. This
is an innocently looking system on the one-dimensional lattice which has intricate properties
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and thus was extensively studied as an emblematic quasi-periodic Schrödinger operator in the
mathematical literature.

In the following, we first introduce the model of a quantum walk in a random magnetic
field that we suspect localizes. For the model, we try to follow the route of the fractional
moment approach to localization pioneered by Aizenman and Molchanov [4] for the (self-adjoint)
Anderson model. This was later extended to the unitary Anderson model in [16] and the
strategy was used in [21].

Many proofs of (spectral or dynamical) localization entail first proving an a priori estimate
and then doing an iteration to prove exponential decay. We prove the initial scale estimate in
Theorem 2.4, by generalizing the arguments from [16] (and the thesis of Hamza [17]). Then we
continue to the proving exponential decay of fractional moments of the Greens function. Again
our strategy is to generalize the strategy from [16] and [21] where we artificially put-in reflecting
boundary conditions in a box around a distinguished point. An interesting complication is that
the phases are no longer independent (since only the magnetic fluxes are independent) even
when the walk is decoupled. However, this dependence is only through the Aharonov-Bohm
effect [1], which we will study in detail to overcome the complications.

We face difficulties in transferring the exponential decay of fractional moments to dynamical
localization. These difficulties also stem from the internal degree of freedom, which give pairs
of phases that are equal and opposite. That is that the (conditional) distrubtion does not have
density with respect to the Lebesgue measure.

Finally, in Section 8 we discuss ideas about how to generalize the arguments that spectral
and dynamical localization follows from exponential decay of fractional moments of the Greens
function.
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2 Model and results

2.1 Setting

Let us begin by describing the system. The Hilbert space we work on is H = `2(Z2)⊗C2 with
canonical basis

δsx = δx ⊗ es, x = (x1, x2) ∈ Z2, s ∈ {+,−},
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where {δx : x ∈ Z2} denotes the standard basis of `2(Z2) and e+ = [1, 0]> and e− = [0, 1]> span
the internal degree of freedom C2. Sometimes will we write |x〉 instead of δx and also

δ±x = |x,±〉 (2.1)

to simplify the notation of scalar products. Following this notation we sometimes speak of
elements in the lattice Z2 × {+,−} as x±.

On H we study the random unitary operator Wω = Wω(C1, C2) defined by

Wω := DωW0. (2.2)

Here, W0 = W0(C1, C2) is the deterministic translation-invariant quantum walk

W0 = S1C1S2C2, (2.3)

which is fully specified by the coin operators C1 and C2 which locally rotate the internal
degree of freedom. We assume them to be independent of position for which we can write

Ci = 1`2(Z2) ⊗
(
ci11 ci12

ci21 ci22

)
. (2.4)

The state-dependent shift operators Sα, α = 1, 2, relate neighbouring cells. They are defined
by

Sα|x,±〉 = |x± eα,±〉. (2.5)

To define the random diagonal unitary Dω, we consider the probability space (Ω,Σ,P) with
Ω = TZ2 , Σ generated by the cylinder sets and P = ⊗x∈Z2µx with each µx a probability measure
on T which we assume to be independent of x, i.e. µx ≡ µ. Moreover, we assume each µx to
be absolutely continuous with respect to the Lebesgue measure with bounded density, i.e.

dµ(F ) = ϕ(F )dF, ϕ ∈ L∞(T). (2.6)

Below, we shall denote by E the expectation with respect to µ. In addition to the assumption
in (2.6) we also assume that ϕ(t) 6= 0 a.s. and that 1

ϕ
is bounded, that is

1

ϕ
∈ L∞(T). (2.7)

On (Ω,Σ,P) we consider independent and identically distributed random variables F (x) : Ω→
T defined by

Fω(x) = ωx

and we introduce two random functions θ+, θ− : Z2 → T by setting

θ+(x1, x2) = −
x2−1∑

k=0

F (x1, k), θ−(x1, x2) =

x2−1∑

k=0

F (x1 + 1, k). (2.8)
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Note that this implies

F (x1, x2) = θ+(x1 + 1, x2)− θ+(x1, x2) = −θ−(x1, x2) + θ−(x1 − 1, x2), (2.9)

and, importantly,
θ+(x1, x2) = −θ−(x1 − 1, x2). (2.10)

Then, the diagonal operator Dω on H is given by

Dωδ
s
x = e−iθ

s
ω(x)δsx. (2.11)

We shall call θ magnetic phases and F a magnetic field. Consequentially, we shall call
Wω a (random) magnetic walk. The motivation for this nomenclature is detailed in Section 3
below. In short, if we would take the θ as given, then (2.9) defines F as a discrete derivative
in x1-direction. We shall see below, that Dω implements a discrete magnetic field in Landau
gauge.

Remark 2.1. At first sight, the setting here looks similar to that in [16, 22, 23] where a
translation invariant quantum walk is multiplied by a random diagonal operator just as in (2.2).
However:

1. The phases θ+ and θ− in the definition of Dω are not independent of each other. Indeed,
they are correlated as in (2.10).

2. We emphasize that the randomly chosen object is the i.i.d. random variable F and not
the phases θ+ and θ− in the definition of Dω. As we shall explain below, there is a hidden
“gauge freedom” in the choice of Dω.

An important observation is that Wω is an ergodic operator: denoting by τa, a ∈ Z2 the
ergodic shift (τaω)(x) = ω(x + a) on Ω, it is straightforward to see that Fω(x − a) = Fτaω(x)
which implies θ±ω (x−a) = θ±τaω(x). SinceW0 is translation-invariant, Wω is ergodic with respect
to the lattice translations. Since the general theory of ergodic operators (see e.g. [7, Section
V]) carries over from the self-adjoint to the unitary setting, this observation has profound
consequences. In particular, it implies that the spectrum as well as its components are almost
surely independent of the field configuration, i.e. deterministic.

Our goal is to show localization in the “strongly disordered” case, i.e. close to the setting
whereWω completely localizes because it is block-diagonal. In one-dimensional shift-coin walks,
the coins with this property are the completely off-diagonal ones. More generally, shift-coin
walks in arbitrary dimensions are block-diagonal for coins given by permutations without fixed
points [22].

Similarly, for the model in (2.3) there are two possible coin configurations for which W0

decouples into a block-diagonal form, namely either Cr
1 is diagonal and Cr

2 is off-diagonal, or
vice versa. We denote this set of reflecting coin configurations by

Cr =
{

(C1, C2) ∈ U(2)× U(2) : ci11 = ci22 = 0, |cj11| = |cj22| = 1, {i, j} = {1, 2}
}
. (2.12)
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P12(x− e1)

P12(x− e2)

P12(x)

P12(x− e1 − e2)

Figure 1: The closed orbits of W 2
0 in the reflecting case. Left: (Cr

1 , C
r
2) = (1, σx). Right:

(Cr
1 , C

r
2) = (σx,1)

These are the only coin configurations that yield pure point spectrum of the unperturbed walk
W0 with closed orbits and in that way they correspond to the infinitely strong disorder limit in
the Hamiltonian case. In addition, a coin close to the reflecting coin can be said to correspond
to large disorder in the Hamiltonian case.

Lemma 2.2. The spectrum of W0(Cr
1 , C

r
2) is pure point if and only if (Cr

1 , C
r
2) ∈ Cr.

The “only if” direction, one calculates that

W0(C1, C2)2|x, ei〉 ∈ span{|x, ei〉}, (2.13)

i.e. W0(C1, C2) is block-diagonal in the basis {|x, ei〉,W0(C1, C2)|x, ei〉}i=±1 with off-diagonal
blocks. The “if” direction follows by an argument analogous to the proof of [22, Lemma 1].

The distance of a coin configuration (C1, C2) ∈ U(2)× U(2) to Cr is defined as

dist((C1, C2), Cr) = inf
(Cr1 ,C

r
2 )∈Cr

(
‖C1 − Cr

1‖2 + ‖C2 − Cr
2‖2
)1/2

. (2.14)

For (Cr
1 , C

r
2) ∈ Cr note that

W0(C1, C2)−W0(Cr
1 , C

r
2) = S1(C1 − Cr

1)S2C2 + S1C
r
1S2(C2 − Cr

2) (2.15)

which by the unitarity of the shift operators and the coins implies

‖W0(C1, C2)−W0(Cr
1 , C

r
2)‖ = ‖(C1 − Cr

1)S2C2 + Cr
1S2(C2 − Cr

2)‖
≤ ‖C1 − Cr

1‖+ ‖C2 − Cr
2‖

≤ cmax
i=1,2
‖Ci − Cr

i ‖.

which we will need for the perturbation argument in [22] to work.

5. Quantum Walks in Random Magnetic Fields

196



2.2 The main result

After having introduced the objects of interest, we can now state our main results. The main
theorem that we prove here is the exponential decay of fractional moment of the Green’s function

G(z) := (W − z)−1, G(k±, l±, z) := 〈k±, G(z)l±〉,

in expectation for strong disorder, i.e. close to the reflecting case.

Theorem 2.3. Let W = Wω be the random quantum walk defined in (2.2). Then there exists
ε > 0 such that for all C1, C2 with dist((C1, C2), Cr) < ε such that for all s ∈ (0, 1

3
), there exist

constants µ,C > 0 such that and all x±, y± ∈ Z2 × {+,−} it holds that

Eω
[
|G(x±, y±, z)|s

]
≤ Ce−µ|x−y|

for all z ∈ C with 1
2
< |z| < 2.

The first step in order to prove such a bound on the fractional moments is the following initial
scale estimate. Here the expectation value E{θk,θl}, is over {θk, θl} keeping all other variables
fixed, a process that is difficult to define for non-independent potentials and we elaborate on it
in Section 5.

Theorem 2.4. For any k±, l± ∈ Z2 × {−1,+1}, any 0 < s < 1, and Wω = DωS defined
above there exists a constant C(s) > 0 such that

E{θk,θl}
[
|G(k±, l±, z)|s

]
≤ C(s).

This estimate we show in Section 6 before Theorem 2.3 is proved in Section 7.
Based on both numerics (a subset of which is shown on Figure 2) and that the obstacles

to the proof seem more technical than fundamental we conjecture dynamical localization (see
similar statement in [22]):

Conjecture 2.5. Let Wω(C1, C2) be the walk (2.3) in a random magnetic field. Then there
exists ε > 0 such that for all C1, C2 with dist((C1, C2), Cr) < ε there exists c > 0 and η > 0
such that for all x±, y± ∈ Z2 × {+,−}

Eω
[
sup
t∈Z
|〈x±,W t

ω(C1, C2)y±〉|
]
≤ ce−η|x−y|. (2.16)

3 Motivation: two-dimensional quantum walks in random
magnetic fields

Let us describe the physical origin of the model given in (2.2). This is not essential for deriving
the results in this paper, yet it explains why we study the particular type of correlations of the
phases θ+

ω and θ−ω described in (2.10) as well as the gauge freedom of the model.
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∑
x∈Z |ψx(t)|2

Figure 2: The root mean square σ of a walk with (θ1, θ2) = (10−1, 1/4 − 10−1) = (.1, .15)
for 20000 timesteps on a lattice of size 2 ∗ 2000 + 1 in both lattice directions (5 runs with
fluxes uniformly sampled from [−π, π)). The dashed straight line visualizes, that despite the
absorbing boundary conditions practically no probability is lost due to finite size effects, i.e.
that we chose the lattice large enough. Note that the choices of parameters are pretty close to
the balanced setting (θ1, θ2) = (1/8, 1/8) = (.125, .125), yet one clearly sees localization setting
in.

Let us briefly recall the construction from [10] where a magnetic field on Zd is realized
by “magnetic” translations Tα, α = 1, . . . , d. In the current, two-dimensional setting these are
unitary operators on `2(Z2) that relate neighbouring local Hilbert spaces, i.e. Tα : Hx → Hx+α̂

for α = ±1,±2, but commute only up to a U(1)-valued multiplication operator, i.e.

T ∗1 T
∗
2 T1T2 = P12. (3.1)

Evaluating the left side locally corresponds to transporting around a “plaquette”, i.e., around
an elementary loop in Z2, see Figure 3. This corresponds to multiplication by an element of
the (local) holonomy group which we here take to be (a subgroup of) U(1).

Magnetic translations can always be expressed as lattice translations decorated by a phase
Uα(x) which depends on position and direction [10, Lemma III.2], i.e.,

Tα = tαUα(Q), (3.2)

where Qδx = xδx is the position operator, and U−α(Q) = Uα(Q − α̂)−1 by unitarity of Tα.
Plugging this into (3.1), the plaquette phases locally evaluate to

P12(x) = U1(x)−1U2(x+ e1)−1U1(x+ e2)U2(x). (3.3)

Note that the physical quantity P implementing the magnetic field does not fully fix the Uα
[10]: there is a “gauge freedom” that consists in letting Uα(x) 7→ V (x + α̂)Uα(x)V ∗(x) where
the gauge transformation V is a unitary that multiplies by a phase that only depends on
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T1

T2

T ∗
1

T ∗
2 P12

x

U1(x)

1

U1(x+ e2)
−1 = P12(x)

−1U1(x)
−1

1 Fx1,0Fx1,0

Fx1,1Fx1,1

Fx1,2Fx1,2

Fx1,3Fx1,3

Ax1,5 =
∑3

y=0 Fx1,y

(x1, 0) (x1, 1)

Figure 3: Left: The plaquettes in (3.1) and the “Landau” gauge of (3.4). Right: Figure
indicating the flux F (x1, 1) + F (x1, 2) + F (x1, 3) + F (x1, 4) accumulated when traversing the
edge ((x1, 5), (x1 + 1, 5)) shown in red, see (3.7).

position, but not on the lattice direction α. In concrete applications it is often advantageous to
fix a particular gauge to carry out concrete calculations. A convenient choice for our purposes is
the so-called Landau gauge, in which the phase of the translations T2 are trivial, i.e. U2(x) ≡ 1
for all x ∈ Z2, whereas U1 is determined recursively via

U1(x1, 0) = 1, U1(x+ e2) = P (x)U1(x), (3.4)

and hence U1(x+ e2) = P (x)P (x− e2) · · ·P (x1, 0). For homogeneous fields where P (x) ≡ P is
independent of position, (3.4) reduces to U1(x) = P x2 .

An abstract quantum walk W is placed in a magnetic field realized by magnetic trans-
lations Tα using “discrete minimal coupling” [10]. This amounts to replacing the lattice trans-
lations tα in the definition of W by the corresponding Tα, which directly parallels the usual
minimal coupling scheme in systems described by a Hamiltonian. Importantly, gauge trans-
forming the Tα amounts to conjugating the walk by the gauge transform, i.e. W 7→ VWV ∗

[10, Lemma IV.2]. Thus, W and the gauge transformed VWV ∗ are isospectral, and statements
about Green’s functions of either imply statements about Green’s functions of the other.

The operators Uα(Q) as well as the plaquette phase P = P (Q) take values in the unit circle
∂D. Writing ∂D additively, i.e. parameterizing it by phase angles in T = R/(2πZ), relates the
abstract description of discrete magnetic fields to the concrete model given in (2.2). To this
end, we write Uα(Q) = exp(iAα(Q)) with Aα : Z2 → T. Similarly, we write P (x) = exp(iF (x)),
where F (x) is the “magnetic flux” through the plaquette at x. Then, with the discrete derivative
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(dαf)(x) = f(x+ eα)− f(x), (3.3) takes the familiar form

F (x) = d1A2(x)− d2A1(x). (3.5)

In this additive form, the Landau gauge defined in (3.4) translates to A2(x) ≡ 0 and A1(x1, x2) =
F (x1, x2) + A1(x1, x2 − 1) with “initial condition” A1(x1, 0) = 0, which implies

A1(x1, x2) =

x2−1∑

k=1

F (x1, k). (3.6)

This is the phase that is picked up when traversing the edge (x1, x2)→ (x1 + 1, x2), see Figure
3. It corresponds to the total flux through the area enclosed by the loop

(x1, x2)→ (x1, 0)→ (0, 0)→ (x1, 0)→ (x1 + 1, x2). (3.7)

Comparing (3.6) with the random phases θ+ and θ− defined in (2.8), we can now relate the
random quantum walk Wω to the walk W0 placed in a random magnetic field, which ultimately
explains the correlations given in (2.10):

Lemma 3.1. The random quantum walk Wω corresponds to W0 when placed in a random
magnetic field Fω in Landau gauge.

Proof. Let F be a magnetic field such that T ∗1 T ∗2 T1T2 = eiF and fix Landau gauge. Then,
placing W0 into the field F via discrete minimal coupling amounts to replacing t1 7→ T1 only
since in Landau gauge T2 ≡ t2. Thus,

S1 7→
∑

s=±
T s1⊗Ps = t1e

iA1(Q)⊗P++e−iA1(Q)t−1
1 ⊗P− = eiA1(Q−1̂)t1⊗P++e−iA1(Q)t−1

1 ⊗P− = DS1,

where
D = eiA1(Q−1̂) ⊗ P+ + e−iA1(Q) ⊗ P−.

Setting A1(x1, x2) = −θ+(x1 + 1, x2) yields the statement of the lemma.

The particular dependence structure of the phases in (2.10) can thus be understood by
imagining the phases to be attached to edges between the lattice points in Z2 rather than to
the lattice points themselves as in [22, 16, 17]. Requiring that traversing an edge in opposite
directions the picked up phase should vanish yields our model.

4 Preliminary observations

4.1 The reflecting case or “maximal disorder”

For our model of interest defined in (2.3), there are two possible coin configurations for which
W0 decouples into a block-diagonal form, namely either C1 is diagonal and C2 is off-diagonal,
or vice versa. We denote this set by

Cr = {(C1, C2) ∈ U(2)× U(2) : ci11 = ci22 = 0, |cj11| = |cj22| = 1, i 6= j = 1, 2}. (4.1)
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In the spirit of [22] we write

Hi
x = span{|x, ei〉,W0(C1, C2)|x, ei〉} (4.2)

with Hi
x = Hj

y if and only if |y, j〉 ∈ Hi
x, and write Hx = H1

x ⊕H2
x.

Remark 4.1. 1. The subspaces Hx are not orthogonal for different x. Indeed, for C1 off-
diagonal and C2 diagonal one has H1

x = H2
x−e1+e2

whereas for C1 diagonal and C2 off-
diagonal H1

x = H2
x−e1−e2, see also Figure 1. However, Hi

x ⊥ Hi
y for all x 6= y such

that
H =

⊕

x∈Z2

H1
x =

⊕

x∈Z2

H2
x. (4.3)

2. For (C1, C2) ∈ Cr the subspaces Hi
x are invariant also in the setting with magnetic field.

This is obvious in Landau gauge where the field is implemented by pre-multiplication by
a diagonal unitary in (2.2).

Since for (C1, C2) ∈ Cr the walkWω(C1, C2) leaves eachH+
x invariant we obtain the following

estimate on its spectrum:

Lemma 4.2. Let (C1, C2) ∈ Cr. Then for any arc A ⊂ T with |A| < π we have

P[σ(Wω(C1, C2) |H+
x

) ∩ A = ∅] ≥ 1− 2‖ϕ‖∞ |A|,

where ϕ is the density of the distribution of F .

Proof. Notice how W 2
ω |H+

x
= cF (x)1 |H+

x
with c = det(C1C2), and that Wω is off-diagonal.

Hence the eigenvalues of Wω(C1, C2) |H+
x
are {±c1/2F (x)1/2}. Since the events that each of the

eigenvalues are in A are disjoint it follows that

P(σ(Wω |H+
x

) ∩ A = 1− P (F (x) ∈ A)− P (−F (x) ∈ A) ≥ 1− 2‖ϕ‖∞ |A|.

4.2 Finite restrictions

Below we do a geometric decoupling argument where we use the reflecting coins. In the
argument, we “decouple” the walk inside a finite box from the outside. A box Λ = ΛL has
dimension 2L + 1 in both lattice directions, and we achieve the decoupling by changing the
coins of the walk Wω on its boundary. Here and in the following we let (Cr

1 , C
r
2) ∈ Cr be any

pair of reflecting coins. Explicitly, let

CL
i,x =

{
(Cr

1 , C
r
2) ‖x‖∞ = L− 1, L, L+ 1

Ci else,
(4.4)

this means that close to the boundary of ΛL, where ‖x‖∞ = L, Wω(CL
1 , C

L
2 ) has closed orbits

as described in Section 4.1, see Figure 4.
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In, other words, we let CL
1 = ⊕xCx where Cx = Cr

1 whenever L − 1 ≤ |x| ≤ L + 1 and C1

otherwise and similarly for CL
2 , see Figure 4. Then, TL = W (C1, C2) −W (CL

1 , C
L
2 ) has finite

rank with non-vanishing matrix elements only in a small annulus of radius L. We even show
that its norm is bounded.

Lemma 4.3. Suppose that ‖(Ci,x − Ci,r)‖ ≤ ε for some ε > 0. Then the operator TL =
W (C1, C2)−W (CL

1 , C
L
2 ) satisfies

‖TL‖ ≤ 2Cε.

Proof. From Schur’s criterion [24, p.143] we obtain

‖Ci − CL
i ‖2 = ‖

⊕

x∈∂ΛL

(Ci,x − Ci,r)‖2

≤
(

sup
j
,
∑

k

|〈j|,
⊕

x∈∂ΛL

(Ci,x − Ci,r)|k〉|
)(

sup
k

∑

j

|〈j|,
⊕

x∈∂ΛL

(Ci,x − Ci,r)|k〉|
)
.

Thus, the statement of the lemma follows from the bound

sup
j

∑

k

|〈j|,
⊕

x∈∂ΛL

(C2,x − C2,r)|k〉| ≤ sup
j

2ε = 2ε.

Concretely,

‖TL‖ = ‖S1C1S2C2 − S1C
L
1 S2C

L
2 ‖ ≤ ‖S1C1S2(C2 − CL

2 )‖+ ‖S1(C1 − CL
1 )S2C

L
2 ‖

≤ C‖C2 − CL
2 ‖+ C‖C1 − CL

1 ‖
≤ 2Cε.

Now define HΛL =
⊕

x∈ΛL
H+
x and similarly HΛcL . Since the particles get stuck once they get

close to the boundary, the operator W (CL
1 , C

L
2 ) leaves the subspaces HΛL and HΛcL invariant,

and we can decompose

W (C1, C2) = W (CL
1 , C

L
2 )L ⊕W (CL

1 , C
L
2 )L

c

+ TL.

Since this construction is independent of the magnetic field, we can decompose W0(CL
1 , C

L
2 )

in the same way. Later we will oftentimes denote these operators by WL,WLc and WL
0 ,W

Lc

0

respectively. Similarly, we write

GL =
(
W (CL

1 , C
L
2 )− z

)−1 (4.5)

etc. for the corresponding Greens functions.
If all coins inside a finite box ΛL are totally reflecting, we have that
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Figure 4: A sketch of the domains ΛL and ΛL+3 and how the we interchanged the coin in
ΛL+3 \ΛL with the reflecting coin.

Lemma 4.4. Let (Cr
1 , C

r
2) ∈ Cr). Then, there is a constant c > 0 such that for any z 6∈ ∂D

and any η > 0 we have for all integers L > 2 that

P
[
dist

(
z, σ(W (Cr

1 , C
r
2)L
)
≤ η
]
≤ cL2η.

Proof. The Hilbert space HΛL consists of (2L+ 1)2 invariant subspaces of W (Cr
1 , C

r
2)L, namely

Hx,y for (x, y) ∈ ΛL. Hence the eigenvalues ofWΛL are given by the eigenvalues ofW restricted
to each subspace. Whether they are in an arc A ⊂ ∂D is given entirely by the corresponding
Fx,y. Since all of those are independent then

P[σ(W (Cr
1 , C

r
2)L |HΛL ) ∩ A = ∅] ≥ (1− 2‖ϕ‖∞|A|))(2L+1)2

.

Then since the intersection of a ball of radius η with the unit circle is at most 2πη we have for
η sufficiently small that

P
[
dist

(
z, σ(WΛL(Cr

1 , C
r
2)
)
≤ η
]
≤ 1− (1− 2‖ϕ‖∞(2πη))(2L+1)2 ≤ 2(2L+ 1)2‖ϕ‖∞2πη.

5 The correlations of the system
In the proof of localization of the unitary Anderson model [16] a similar setup to ours was

used. The main difference is that there the phases were independent, while in the current
setting we have the dependence structure that has its origin in the choice of Landau gauge.
In the independent setup, the value of a single phase is independent of the value of all phases
around it and therefore the conditional density is just the density. In our setup, we will face
two additional technical challenges.
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The first technical challenge for our setup is to define the conditional density of a set of
phases given a fixed value of all the other phases. As it will turn out, each of the phases
has a density with respect to the Lebesgue measure, and therefore conditioning on a single
value is the same as conditioning on a measure zero event. That means that the usual notion
of conditional probabilities needs to be extended, and the appropriate theoretical framework
turns out to be that of Markov kernels, which we introduce next. The second challenge is that
we have infinitely many phases. Since there is no infinite-dimensional Lebesgue measure, i.e.
no (product) Lebesgue measure on RN, it is not clear what measure the conditional density
should be with respect to. Yet, as we argue in Section 5.2, the locality of the phases in the
Landau gauge will provide us with a work-around to that problem.

5.1 Conditional measures and their densities

In the following, J ⊂ Z2 will denote a finite set and let (Ω,A,P) be a probability space. We
need to define conditional distributions of ΘJ given a fixed configuration of the phases outside
J that is ΘJ c .

Definition 5.1 (cf. (10.1.4) in [19]). Let (X,AX) and (Y,AY ) be measurable spaces and
let T : Ω → Y be a measurable function/random variable. A Markov kernel is a function
Q(· | ·) : AX × Y → [0, 1] that satisfies

1. Q(· | t) ≡ Q(· | T = t) is a probability measure on (X,AX) for every t ∈ Y , and

2. t 7→ Q(A | t) is a measurable function for every A ∈ AX .
One may have several worries before embarking on that. The first worry is that we are

conditioning on an event {ΘJ c = xJ c} which has measure zero. In order for this conditioning
to be well-defined we need the conditional distribution to be regular.

Definition 5.2 (cf. (10.1.6) in [19]). In the setting above let S : Ω→ X be another measurable
function/random variable. We say that PS|T (· | ·) is a regular conditional distribution of
S given T if PS|T (· | ·) is a Markov kernel and the following relation holds

P[S ∈ A, T ∈ B] =

∫

B

PS|T (A | t)PT (dt),

where PT is the marginal measure of T , A and B are events in AX and AY , respectively, and
P is the probability measure on Ω.

The second worry is concerned with the densities. If we considered the model on a finite
subset J of the lattice Z2, then the marginals always have a density with respect to the
corresponding finite-dimensional version of the Lebesgue measure. However, for our particular
model in question, it will turn out that only finitely many of the phases outside J carry all the
information about the phases in J . Using that finite set ∂J + we can construct a density of
the corresponding conditional measure.

First, we state the following proposition that exhibits PS|T (· | t) as the conditional measure.
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Proposition 5.3 (cf. (10.3.2) in [19]). In the setup from above, suppose that ψ : (X×Y,AX⊗
AY )→ R is a random variable. Then

E[ψ(S, T )] =

∫

X

PT (dt)

∫

Y

ψ(s, t)PS|T (ds | t). (5.1)

5.2 Conditional densities of phases

After having introduced a bit of abstract theory let us connect to our concrete problem
with the magnetic phases stemming from the magnetic fluxes. Recall that we assume that the
distribution of fluxes F has common density ϕ, such that both ϕ and 1

ϕ
are bounded (cf. (2.6),

(2.7)).
Recall from (2.10) that the phases θ±(x1, x2) satisfy

θ+(x1, x2) = −θ−(x1 − 1, x2) (5.2)

for all x = (x1, x2) ∈ Z2, and the distribution of θ+
k given all phases other than θ−k−e1 is

absolutely continuous with respect to the Lebesgue measure. For ease of notation, we shall
write θk = θ+

k for k ∈ Z2, and from now on consider mainly the phases {θk}k∈Z2 (corresponding
to the +-phases). For any K ⊂ Z2 we write ΘK = {θk}k∈K and for a vector x ∈ RZ2 we write
xK for the restriction of x to K. Later we will show that for any finite set K then ΘK has
density with respect to the Lebesgue measure and we will denote such densities by τ

Let J ⊂ Z2 be a finite set and X = TJ c and Y = TJ be probability spaces. Let ΘJ c : Ω→
X and ΘJ : Ω → Y be random variables with joint distribution of the θ’s. Now, the regular
conditional distribution PΘJ |ΘJ c (· | ·) of ΘJ given ΘJ c exists in general [19, Section 10.29] and
it is a Markov kernel such that

P(ΘJ ∈ A,ΘJ c ∈ B) =

∫

B

PΘJ |ΘJ c (A | xJ c)PΘJ c (dxJ c)

Now, the central observation about the phases in question is that just taking the phases in
the neighborhood of J into account already carries all outside information. We shall call this
neighbourhood the “boundary” of J and denote it by ∂J + and define it by

J + = {(x, y) | |y − y0| ≤ 1 for a point (x, y0) ∈ J }

as well as

∂J + = J +\J . (5.3)
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5.2.1 Block decomposition

Let us first restrict our attention to one horizontal strip. In this strip we identify blocks
of neighbouring plaquettes whose boundary phases are labeled by J . These blocks are all
conditionally independent given J c. In Landau gauge θn and θm are independent whenever the
first coordinate of n andm is different. Therefore, we can consider each vertical strip separately.
Let us fix such a strip and let J1 label the phases {θn}n∈J1 in that strip. Denote by {θn}n6∈J1

all the phases in this vertical strip except for the phases labeled by J1. In other words, we are
left with considering the conditional expectation values

E[(θn)n∈J1 | {θn}n6∈J1 ].

Let us now split J1 up into blocks. Since all the phases are located in the same vertical
strip we can order them and write {θn}n∈Z. Since J1 is a finite set, we can look at the blocks
of consecutive phases in J . I.e. there exists a j ≤ |J1| and ni, ai ∈ Z for i = 1, . . . j with
ai ≥ 0 such that ni labels the i-th block and ai labels the ai− 1-th phase in the i-th block. We
naturally have that

j⋃

i=1

{ni, . . . , ni + ai} = J1

and the union on the left side is disjoint. Let Θi = (θni , . . . , θni+ai) be the set of phases of one
such block. Then, by conditional independence, it holds that

E[(θn)n∈J1 | {θn}n6∈J1 ] = E[(Θi)i∈[j] | {θn}n6∈J1 ]

= (E[Θi | {θn}n6∈J1 ])i∈[j]

= (E[Θi | (θni−1, θni+ai+1)])i∈[j],

since each of the blocks Θi depend only on the edge directly before and after as we now prove.

Lemma 5.4. For every finite set J ⊂ Z2 there exists a finite set ∂J + ⊂ Z2such that

E[ΘJ | ΘJ c = xJ c ] = E[ΘJ | Θ∂J+ = x∂J+ ].

Proof. There exist measurable functions ϕ1 : (TJ c ,B(TJ c)) → R, ϕ2 : (T2,B(T2)) → R such
that

ϕ1(ΘJ1
c) = E[Θi | ΘJ1

c ] = E[Θi | (θni−1, θni+ai+1)] = ϕ2 ((θni−1, θni+ai+1))

and so ϕ1 only depends on(θni−1, θni+ai+1) and so it follows that

E[Θi | ΘJ1
c = xJ1

c ] = E[Θi | (θni−1, θni+ai+1) = (xni−1, xni+ai+1)].
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Inserting, φ(s) = 1B(s) in [19, (10.3.5)] it follows that the conditional measures are equal.
That is for every B ∈ B(TJ ) (the Borel σ-algebra) it holds that

PΘJ |ΘJ c (B | xJ c) = PΘJ |Θ∂J+ (B | x∂J+). (5.4)

Define J c\∂J + = R. Now, for any function ψ of ΘJ and ΘJ c we have by Proposition 5.3

E[ψ(ΘJ ,ΘJ c)] =

∫

TJ c
µΘJ c (dxJ c)

∫

TJ
ψ(xJ , xJ c)PΘJ |ΘJ c (dxJ | xJ c)

=

∫

TJ c
µΘJ c (dxJ c)

∫

TJ
ψ(xJ , x∂J+ , xR)PΘJ |Θ∂J+ (dxJ | x∂J+)

Now, since J and ∂J + are finite (disjoint) sets the corresponding densities (with respect to
the Lebesgue measure) of ΘJ and Θ∂J+ exist and so does the joint density. Therefore, we can
define the conditional density, that is the density of the conditional measure PΘJ |Θ∂J+ (· | x∂J+).

With this machinery, we can also put on firm ground what we mean by integrating out the
variables θk and θl. For J = {k, l} we denote it by

E{θk,θl}[ψ(ΘJ ,ΘJ c)] =

∫

TJ
ψ(xJ , x∂J+ , xR)PΘJ |Θ∂J+ (dxJ | x∂J+).

Having cut down our conditioning from the infinite set J c to the finite set ∂J +, the con-
ditional density with respect to the Lebesgue measure becomes possible. Since both Θ∂J+

and ΘJ have densities fΘ∂J+ , fΘJ with respect to the Lebesgue measure on TJ such that
fΘ∂J+ (x∂J+) > 0, the density of PΘJ |Θ∂J+ ( · | x∂J+) is (cf. [19, Section 10.6])

fΘJ |Θ∂J+ (xJ | x∂J+) =
fΘJ ,Θ∂J+ (xJ | x∂J+)

fΘ∂J+ (x∂J+)
. (5.5)

In Proposition 5.5 below we prove that ‖fΘJ |Θ∂J+ ( · | ·)‖∞ < ∞. We will use this fact to
obtain the a priori estimate in Theorem 2.4.

5.2.2 Boundedness of conditional density

Let J ⊂ Z2 be a finite set labeling the phases we later want to resample. The conditional
distribution of (θn)n∈J given all the other phases is continuous with respect to the Lebesgue
measure.

One important consequence of the proof is that knowing the value of θ∂J+ contains exactly
the same information as all of θJ c .

Proposition 5.5. Let J ⊂ Z2 be finite. In Landau gauge, the conditional distribution

τθJ |θ∂J+ (· | ·) (5.6)

exists and is bounded on [0, 2π]|J | × [0, 2π]|∂J
+|.
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Figure 5: The construction of blocks in J : the red edge is Θi1 and the blue edges are Θi2

Proof. We continue the decomposition into blocks from above. Each block (in a single vertical
strip) is labeled by i ∈ [j] above. To simplify notation we get rid of the i and write
E[ Θi | (θni−1, θni+ai+1)] = E[Θ | (θn−1, θn+a+1)]. Now, we write it in terms of the fields F (x).
Using the Landau gauge and that we reduced the problem to a fixed horizontal strip in Step
1, we can consider the array of fields also as one-dimensional {Fn}n∈Z such that by (3.4) that
θn =

∑n
i=1 Fi. Therefore

Θ = (θn, . . . , θn+a) =

(
n∑

i=1

Fi, . . . ,

n+a∑

i=1

Fi

)
= θn−1 +

(
n∑

i=n

Fi, . . . ,

n+a∑

i=n

Fi

)
.

and so since θn+a+1 − θn−1 =
∑n+a+1

i=n Fi,

E[Θ | (θn−1, θn+a+1)] = θn−1 + E

[(
n∑

i=n

Fi, . . . ,

n+a∑

i=n

Fi

)
| (θn−1, θn+a+1)

]

= θn−1 + E

[(
n∑

i=n

Fi, . . . ,

n+a∑

i=n

Fi

)
|
n+a+1∑

i=n

Fi

]
.

Our goal is now to calculate the conditional density of
(∑n

i=n Fi, . . . ,
∑n+a

i=n Fi
)
given

∑n+a+1
i=n Fi.

We are left with considering E
[(∑n

i=n Fi, . . . ,
∑n+a

i=n Fi
)
|∑n+a+1

i=n Fi
]
. As in (5.5) the con-

ditional density is the joint density divided by the marginal density, we set out to calculate the
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joint density of
((∑n

i=n Fi, . . . ,
∑n+a

i=n Fi
)
,
∑n+a+1

i=n Fi
)
. To this end, notice that

(
n∑

i=n

Fi, . . . ,

n+a∑

i=n

Fi

)
=




1 0 0 . . . 0
1 1 0 . . . 0
1 1 1 . . . 0
...

...
... . . . ...

1 1 1 . . . 1







Fn
Fn+1

Fn+2

. . .
Fn+a




=: Ma+1




Fn
Fn+1

Fn+2

. . .
Fn+a




Note that det(Ma+1) = 1 and that its inverse is given by

M−1
a+1 =




1 0 0 . . . 0
−1 1 0 . . . 0
0 −1 1 . . . 0
...

...
... . . . ...

0 0 0 . . . 1.




Thus, by the density transformation theorem the density f of
(∑n

i=n Fi, . . . ,
∑n+a

i=n Fi
)
is given

by
f(x0, . . . , xa) = ϕ(x0)ϕ(x1 − x0)ϕ(x2 − x1) · . . . ϕ(xa − xa−1).

and so the joint density of
((∑n

i=n Fi, . . . ,
∑n+a

i=n Fi
)
,
∑n+a+1

i=n Fi
)
is

j(x0, . . . , xa, y) = ϕ(x0)ϕ(x1 − x0)ϕ(x2 − x1) · . . . ϕ(xa − xa−1)ϕ(y − xa)
The marginal density of

∑n+a+1
i=n Fi is just the a-fold convolution

m(y) = φ∗a(y).

Hence, the conditional density corresponding to E
[(∑n

i=n Fi, . . . ,
∑n+a

i=n Fi
)
|∑n+a+1

i=n Fi
]
is

τ(
∑n
i=n Fi,...,

∑n+a
i=n Fi)|

∑n+a+1
i=n Fi

((x0, . . . , xa) | y) =
1

φ∗a(y)
ϕ(x0)ϕ(x1−x0, x0)·. . . ϕ(xa−xa−1)ϕ(y−xa).

Since this distribution is bounded by what we assumed in (2.6), the conditional distribution
(5.6) is bounded following the steps above in reverse order.

6 A priori estimate on fractional moments

We generalize the argument in [16] to models with an internal degree of freedom and the
structure as in our magnetic quantum walk.

We will try to follow Hamza’s thesis [17] as close as possible and much of the material is
also contained in [30]. However, there will be substantial differences as changing two phases
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corresponds to a rank-4 pertubation instead of merely a rank-2 pertubation. Our main theorem
is the equivalent of [16, Theorem 3.1] namely an a priori estimate on the Greens function
G(k±, l±, z) = 〈k±, (W − z)−1l±〉. In fact, below we rather work with a modified resolvent
related to the operator valued Carathéodory function of W , i.e. (W + z)(W − z)−1. Bounds
on this operator imply bounds on the resolvent via the identity

(W − z)−1 =
1

2z
[(W + z)(W − z)−1 − 1]. (6.1)

We have the following a priori estimate:

Theorem 2.4. For any k±, l± ∈ Z2 × {−1,+1}, any 0 < s < 1, and Wω = DωS defined
above there exists a constant C(s) > 0 such that

E{θk,θl}
[
|G(k±, l±, z)|s

]
≤ C(s).

The rest of this section is devoted to proving this a priori estimate. Throughout the proof
we assume that k 6= l. In the case k = l the proof goes through mutatis mutandis.

Remark 6.1.

1. The perturbations we will consider in the proof are of rank 4. If instead of changing the
phases θk and θl we changed a single field Fx the corresponding perturbation would be of
infinite rank. However, the proof is actually fairly general and also works for perturbations
of infinite rank.

2. In some sense varying one θk and all of them corresponding to varying one flux is kind
of equivalent since the latter just corresponds to varying two adjacent fluxes Fx → Fx + δ
and Fx+1 → Fx− δ. In that sense we do not “leave the model” whenever we vary (θ+

k , θ
.
k)

and leave all other phases invariant. Nevertheless, one might go through the proof of the a
priori estimate and see that it also works with the infinite rank pertubation corresponding
to varying the flux.

6.1 Basic definitions

Fix two lattice points k 6= l ∈ Z2 in the +-subspace. Suppose that D|k+〉 = e−iθk |k+〉,
D|l+〉 = e−iθl |l+〉 and therefore

D|k − e1,−〉 = e−iθ
−
k−e1 |k − e1,−〉 = eiθk |k − e1,−〉.

To ease notation, we define a new basis in which the −-subspace is shifted by one lattice site
to the left, i.e. we set

|k+〉 := |k,+〉, |k−〉 := |k − e1,−〉.
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In this new basis, we define A+ = {k+, l+} and A− = {k−, l−} as the +- and −-subspaces
at k and l, respectively, and set A = A+ ∪ A−. Define new variables α = 1

2
(θk + θl) and

β = 1
2

(θk − θl), and for j ∈ Z2

ηj =

{
±α, j ∈ A±,
0 j 6∈ A

ξj =

{
±β, j ∈ {k±, l∓},
0 j 6∈ A

and

θ̂j =

{
0 j ∈ A
θj j 6∈ A

with corresponding diagonal operators Dα, Dβ and D̂ defined by

Dα|j±〉 = e−iηj |j±〉,

and similarly for Dβ and D̂. Acting with DαDβ on the basis states at k+, k−, l+, l− gives

α + β = θk, −α− β = −θk,
α− β = θl, −α + β = −θl,

respectively, which are the correct phases in the sense that DαDβ|j〉 = Dω|j〉 for j ∈ A. Define
the unitary operator

V = DβD̂S (6.2)

which does not depend on α and note thatW = DαV . Define the subspaceHA = span{V −1|j〉 :
j ∈ A}. Notice that V −1|j〉 for j ∈ A is an orthonormal basis for HA, and denote by P be the
orthgonal projection onto HA which has rank 4. Then, for j ∈ A

V −1WV −1|j〉 = V −1Dα|j〉 = eiηjV −1|j〉

such that on HA

V −1W = diag(e−iα, eiα, e−iα, eiα) = V −1DαV =: Lα. (6.3)

Note that Lα is only defined on HA. Hence we can decompose V −1W on the whole Hilbert
space as

V −1W = 1−P + LαP

with Lα diagonal. Notice that this means (cf. [30, (4.5.10)])

W − V = V (Lα − 1)P. (6.4)
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since (Lα − 1) maps HA to HA.
Following [30], we define for z /∈ T the operator valued Carathéodory functions K and K̂ of

W and V on HA as

K = Kz = P (W + z)(W − z)−1P (6.5)

and

K̂ = K̂z = P (V + z)(V − z)−1P, (6.6)

respectively [30, Prop. 4.5.4]. Since the Carathéodory function satisfies

(V + z)(V − z)−1 +
(
(V + z)(V − z)−1

)∗
= 2(1−|z|2)(V − z)−1

(
(V − z)−1

)∗
,

we conclude that for |z| > 1 we have

2<e(K̂z) = K̂z + K̂∗z < 0. (6.7)

Therefore 〈=m(−iK̂)x, x〉 ≥ 0 for all x ∈ H which we take as our definition for a “disspative”
operator, i.e. −iK̂ is dissipative.

6.2 A formula for K

We now prove a formula for K ensuring that the inverses in (6.5) are well-defined (cf. [30,
(4.5.18)])

Lemma 6.2. Let K and K̂ be as in (6.5) and (6.6). Let D = diag(−1, 1,−1, 1) and assume
that α 6∈ {0, π} such that Lα ± 1 is invertible. In that case, define M := (Lα + 1)(Lα − 1)−1.
Then it holds that

(Lα − 1)K(Lα − 1)−1 = (M + K̂)−1 +
(
DK̂−1D +M−1

)−1
. (6.8)

Proof. From (x+ z)(x− z)−1 = 1 + 2z(x− z)−1 and the second resolvent identity (A− z)−1 −
(B − z)−1 = (A− z)−1(B − A)(B − z)−1 it follows from (6.4) that

K − K̂ = P (1+2z(W − z)−1 − 1−2z(V − z)−1)P

= −2zP
(
(V − z)−1 − (W − z)−1

)
P

= −2zP
(
(V − z)−1(W − V )(W − z)−1

)
P

= −2zP (V − z)−1V P (Lα − 1A)P (W − z)−1P

= −1

2
P (1+(V + z)(V − z)−1)P (Lα − 1A)P ((W + z)(W − z)−1 − 1)P

= −1

2
(P + K̂)P (Lα − 1A)P (K − P )

=
1

2
(1A +K̂)(Lα − 1A)(1A−K)
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where we used (6.1). In the following, we simplify notation and often write 1 instead of 1A.
This now means that

(2 + (1+K̂)(Lα − 1))K = (1+K̂)(Lα − 1) + 2K̂

and hence

(Lα + 1+K̂(Lα − 1))K = Lα − 1+K̂(Lα + 1). (6.9)

Notice first that Lα ± 1 is invertible for α 6= 0, π. Let us define the real-valued function

m(α) := i

(
1 + e−iα

1− e−iα
)

= cot(α/2) (6.10)

which clearly is odd, i.e., m(α) = −m(−α). It follows that

M := (Lα + 1)(Lα − 1)−1 = diag

(
e−iα + 1

e−iα − 1
,
eiα + 1

eiα − 1
,
e−iα + 1

e−iα − 1
,
eiα + 1

eiα − 1

)

= −i diag(m(α),m(−α),m(α),m(−α))

= i ·m(α) diag(−1, 1,−1, 1)

= i ·m(α)D

where D = diag(−1, 1,−1, 1) satisfies D2 = 1 and thus D = D−1.
We now argue that Lα + 1+K̂(Lα − 1) is invertible. Since

Lα + 1+K̂(Lα − 1) = (M + K̂)(Lα − 1), (6.11)

it suffices to prove that M + K̂ is invertible. By (6.10), m(α) is real so M is skew-symmetric,
i.e., M∗ = −M . We decompose M + K̂ in real and imaginary parts as follows

M + K̂ =
1

2

(
K̂ + K̂∗

)
+

1

2

(
2M + K̂ − K̂∗

)
. (6.12)

The second term in this expansion is skew-symmetric which implies that its numerical range
W (A) := {〈ψ,Aψ〉 : ‖ψ‖ = 1} is a subset of the the imaginary axis. The numerical range of
the first (self-adjoint) part is the positive reals by (6.7). By the Toeplitz-Hausdorff Theorem
[32, 18] the spectrum is a subset of (the closure) of the convex hull of the numerical range,
and therefore must be strictly contained in the left half of the complex plane and therefore the
operator M + K̂ must be invertible.

Thus, we can isolate K in (6.9). Together with (6.11) we obtain

K = (Lα − 1)−1(M + K̂)−1
(
Lα − 1+K̂(Lα + 1)

)

= (Lα − 1)−1(M + K̂)−1(Lα − 1) + (Lα − 1)−1(M + K̂)−1K̂(Lα + 1)
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which means that

(Lα − 1)K(Lα − 1)−1 = (M + K̂)−1 + (M + K̂)−1K̂M

= (M + K̂)−1 + (M−1K̂−1(M + K̂))−1

= (M + K̂)−1 + (M−1K̂−1M +M−1)−1

= (M + K̂)−1 + (DK̂−1D +M−1)−1.

6.3 Boundedness of Green’s functions

We now prove some preliminary results that will help us prove the boundedness of the Green’s
function. It is a standard trick, which we slightly extend, that for i, j ∈ A we have

〈i, (W + z)(W − z)−1j〉 = 〈i, (W + z)(W − z)−1V V −1j〉
= 〈V V −1i, (W + z)(W − z)−1WL−1

α V −1j〉
= eiα(j)〈V V −1i,W (W + z)(W − z)−1V −1j〉
= eiα(j)〈W ∗V V −1i, (W + z)(W − z)−1V −1j〉
= eiα(j)〈L∗αV −1i,KV −1j〉
= ei(α(j)−α(i))〈V −1i,KV −1j〉

where we used the definition of Lα in (6.3) and α(i) = ±α depending on i. Thus

|〈i, (W + z)(W − z)−1j〉| = |〈V −1i,KV −1j〉|

Furthermore, we have that

〈V −1i, (Lα − 1)K(Lα − 1)−1V −1j〉 = 〈(Lα − 1)−1V −1i,K(Lα − 1)−1V −1j〉

=
e+iα(i) − 1

e−iα(j) − 1
〈V −1i,KV −1j〉

which means that

|〈V −1i, (Lα − 1)K(Lα − 1)−1V −1j〉| = |〈V −1i,KV −1j〉| = |〈i, (W + z)(W − z)−1j〉|. (6.13)

In the next subsection we will show that

Lemma 6.3. For 0 < s < 1 and |z| 6= 1 we have
∫ 2π

0

dα|〈V −1i, (Lα − 1)K(Lα − 1)−1V −1j〉|s ≤ C(s)
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This lemma allows us to finish the proof of Theorem 2.4. If we let Ê denote the expectation
with respect to the marginal measure of {θr}r 6=k,l we obtain by Proposition 5.3.

E[|〈i, (W + z)(W − z)−1j〉|s] = Ê
[∫

[0,2π]2
dµ(θk, θl | {θr}r 6=k,l)|〈i, (W + z)(W − z)−1j〉|s

]

= Ê
[∫

[0,2π]2
dθkdθlτ(θk, θl | {θr}r 6=k,l)|〈i, (W + z)(W − z)−1j〉|s

]

≤ CÊ
[∫

[0,2π]2
dθkdθl|〈V −1i, (Lα − 1)K(Lα − 1)−1V −1j〉|s

]

≤ CÊ
[∫

[0,2π]2
dβdα|〈V −1i, (Lα − 1)K(Lα − 1)−1V −1j〉|s

]

≤ 2πC(s)

where we used Proposition 5.5 and the definition of τ as well as (6.13). This finishes the proof
of Theorem 2.4.

6.4 Proof of Lemma 6.3

To prove Lemma 6.3 we first obtain the following estimate:
∫ 2π

0

dα|〈V −1i, (Lα − 1)K(Lα − 1)−1V −1j〉|s

=

∫ 2π

0

dα|〈V −1i, ((M + K̂)−1 + (DK̂−1D +M−1)−1)V −1j〉|s

=

∫ 2π

0

dα|〈V −1i, (M + K̂)−1g〉|s + |〈f, (DK̂−1D +M−1)−1V −1j〉|s

≤
∫ 2π

0

dα
∥∥∥(M + K̂)−1

∥∥∥
s

+
∥∥∥(DK̂−1D +M−1)−1

∥∥∥
s

,

where we used (6.8) and that |x + y|s ≤ |x|s + |y|s. We continue by handling each term
separately.

Then, notice that M = im(α)D with m(α) = i
(

1+e−iα
1−e−iα

)
= cot(α/2) as in (6.10). Substi-

tuting x = m(α) we have | dx
dα
| = x2+1

2
and so

∫ 2π

0

dα
∥∥∥(M + K̂)−1

∥∥∥
s

=

∫ ∞

−∞

2

x2 + 1

∥∥∥(M + K̂)−1
∥∥∥
s

dx

≤ 2
∑

n∈Z

1

(|n| − 1)2 + 1

∫ n+1

n

∥∥∥(ixD + K̂)−1
∥∥∥
s

dx ≤ C(s),

where we used Lemma 6.5 below. Similarly, for the second term here we do the substitution
y = m−1(α) and we use Lemma 6.4 below, where we saw that DK̂−1D was still dissipative.
Then we can do the same estimates.
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Lemma 6.4. Suppose for matrices D and K that D2 = 1, D∗ = D and K + K∗ < 0. Then
(DKD) + (DKD)∗ < 0.

Proof. For any vector v it holds that

〈v,DKD + (DKD)∗v〉 = 〈v,D(K +K∗)Dv〉 = 〈Dv, (K +K∗)Dv〉 < 0

since D is invertible.

One of the main differences between the otherwise very similar approaches [16] and [17] is
the use of the dissipativity to get a bound of the following type. In [17], the general infinite di-
mensional version is used and in [16], a 2×2 version is proved using explicit matrix calculations.
Here we give a third proof using the numerical range and pseudospectra.

Lemma 6.5. Let 0 < s < 1, and D and K such that D2 = 1, D∗ = D, and K is dissipative,
i.e. K +K∗ < 0, respectively. Then

∫ n+1

n

∥∥(K + ivD)−1
∥∥s dv ≤ C(s),

for all n ∈ Z.

To prove this lemma, we need the following definition:

Definition 6.6. For any ε > 0, the pseudospectrum of A is defined as

Λε(A) = {z ∈ C |
∥∥(zI − A)−1

∥∥ ≥ 1

ε
}

Moreover, we need the following general result on the connection between the pseudospec-
trum and the numerical range [33, (17.9)]:

Theorem 6.7. Let W (A) be the numerical range of A and let ∆ε be the closed disc with radius
ε and with center 0. Then

Λε(A) ⊂ W (A) + ∆ε.

Now we can go ahead and prove the above lemma:

Proof of Lemma 6.5. We decompose K + ivD into real and imaginary part as in (6.12) which
yields

K + ivD =
1

2
(K +K∗) +

1

2
(2ivD +K −K∗)

since K + K∗ < 0 and therefore we must have sup{λ | λ ∈ σ(K + K∗)} = −r < 0. More-
over, dist(σ(K + ivD), 0) ≥ r since the skew-hermitian part contributes only something purely
imaginary to the numerical range, and the spectrum is contained in the closure of the nu-
merical range. Thus, since σ(A−1) = {λ−1 | λ ∈ σ(A)} for any invertible element A in an
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Banach algebra we have that sup{|λ| | λ ∈ σ((K + ivD)−1)} ≤ r−1. Luckily, some theorems on
pseudospectra can help us out here.

Now we know that the real part of the numerical range of (K + ivD) is less than −r < 0.
That means that the real part of W (K + ivD) + ∆r/2 is less than −r/2 < 0. Therefore, by
Theorem 6.7 we have that 0 6∈ Λr/2(K+ ivD) which by definition of the pseudospectrum means
that ‖(K + ivD)−1‖ ≤ 2/r. Hence

∫ n+1

n

∥∥(K + ivD)−1
∥∥s dv ≤ C(s) ≤

(
2

r

)s
= C(s).

7 Proof of exponential decay
In Theorem 2.4 we proved the analog of [16, Theorem 3.1] which has a similar setting as us.
We will need this a priori estimate repeatedly in what follows. But before we go into the proof
of exponential decay of fractional moments in case of strong disorder we derive some spectral
properties in the reflecting case corresponding to maximal disorder.

7.1 Finite Volume Restrictions

For what follows, recall from Section 4.2 the notations WL = WΛL(C1, C2) and W̃L =
WΛL(Cr

1 , C
r
2). Denote the corresponding resolvents by GL = (WL− z)−1 and G̃L = (W̃L− z)−1

for some z 6∈ T. To ease notation we do not write out their dependence on z explicitly.

Proposition 7.1. Let u, v ∈ Z2 × {−1,+1} such that |u − v| > 2. Then for any η > 0, any
0 < s < 1 and p > 1

1−s it holds that

E[|〈u,GLv〉|s] ≤ C


(L2η

) 1
p +

∥∥∥W̃L −WL
∥∥∥
s

η2s


 . (7.1)

Moreover, for any a > 0 if ‖Ci,x − Ci,r‖ = L−2(ap+2)−a
s then there exists a C > 0 such that for

any u, v with |u− v| > 2 then

E[|〈u,GLv〉|s] ≤ C

La
. (7.2)

Proof. Recall the resolvent identity

GL = G̃L +GL(W̃L −WL)G̃L.

Before stating estimations we note that due to the invariance of H+
x and the power series

formula for G̃L we have that 〈x+, G̃Lψ〉 is 0 except for when ψ ∈ H+
x . So if u, v are two states
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of distance larger than 2 then manifestly |〈u, G̃Lv〉| = 0. That means that when we find matrix
elements for G using the resolvent equation and inserting identities we have

|〈u,GLv〉| = |〈u,GL(W̃L −WL)G̃Lv〉|
=
∑

α

∣∣∣〈u,GLα〉〈α, (W̃L −WL)G̃Lv〉
∣∣∣

≤ 2
∑

α

∣∣∣∣
〈u,GLα〉

dist(σ(W̃L), z)
‖W̃L −WL‖

∣∣∣∣

≤ c
‖W̃L −WL‖

dist(σ(W̃L), z)dist(σ(WL), z)
(7.3)

Here we also used that ‖G̃L‖ = ‖(W̃L − z)−1‖ ≤ 1/dist(σ(W̃L), z) and equivalently for WL.
In the last step, we used that there are only finitely many states with a distance of at most 2
from |α〉.

Now, we evaluate the expectation in (7.1) which to this end we split into two parts: a small
part of Ω where the spectrum is close to z and a large part where the spectrum is far from z
since in this case we can handle the denominators. The way to formalize this is to define

Mη(z) = {ω ∈ Ω | dist(σ(W̃L), z) > η}

and then separately bound each of the terms in

E[idMη(z)|〈u,GLv〉|s] + E[idMη(z)c |〈u,GLv〉|s]. (7.4)

We start with the first term. By Lemma 4.4, Hölder’s inequality with conjugates p, q such that
qs < 1, and Theorem 2.4 we obtain for sufficiently small η > 0

E[idMη(z)c |〈u,GLv〉|s] ≤ P[Mη(z)c]
1
pE[|〈u,GLv〉|sq] 1

q ≤ C
(
L2η
) 1
p . (7.5)

Turning to the second part we now use that the numerators in (7.3) cannot explode. First note
that if ‖WL − W̃L‖ ≤ cη then their spectra are close. Indeed we use the relation [22, (3.38)]

dist(σ(W̃L), z) > η ⇔ dist(σ(WL), z) >
η

2

which follows from the normality of unitaries and that it holds for normal operators that
‖(A− z)−1‖ = dist(σ(A), z). Thus, both terms in the denominator of (7.3) will be large. After
using that we can afford to forget the indicator function.

E[idMη(z)|〈u,GLv〉|s] ≤ cη−2sE[idMη(z)‖W̃L −WL‖s] ≤ c
‖(W̃L −WL)‖s

η2s
. (7.6)

Putting things together we have for any 0 < s < 1 and p > 1
1−s that

E[|〈u,Gv〉|s] ≤ C

(
(
L2η
) 1
p +
‖(W̃L −WL)‖s

η2s

)
.
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To see the second statement we use Lemma 4.3 to obtain the bound ‖(W̃L − WL)‖s ≤
2c‖Ci,x − Ci,r‖. Again as in [22] for any a > 0 we can pick the scale of η such that η =

c
Lap+d

which ensures that (L2η)
1
p = c

La
. Then our condition on ‖Ci,x − Ci,r‖ becomes that

‖Ci,x − Ci,r‖ = L−2(ap+2)−a
s which we acheive by assumption.

7.2 Almost independence and the Aharonov-Bohm effect

Recall, how we proved that the conditional density is bounded in Proposition 5.5. In the
following we make substantial modifications to the proof that will ensure that the resampling
strategy from [16, Theorem 3.1] can be adapted to our setting, which is more complicated due
to the peculiar independence structure of {θi} in our case.

We start by considering the gauge invariance of Greens functions.

7.2.1 Gauge invariance of Greens functions

Rewriting

(W − z)−1 = −1

z

(
1−

(
W

z

))−1

= −1

z

∑

n≥0

(
W

z

)n
(7.7)

we can write the Greens function as

G(u, v) = 〈u, (W − z)−1v〉 = −
∑

n≥0

z−(n+1)〈u,W nv〉. (7.8)

As W = DωW0(C1, C2) = DωW0 it holds that W n = (DωW0)n and we can expand the matrix
element 〈u,W nv〉 as a sum of paths of length n, i.e.,

〈u,W nv〉 = 〈u, (DωW0)nv〉 =
∑

γ:γ(0)=v,γ(n)=u

n−1∏

i=0

W0(γ(i), γ(i+ 1))eiθ(γ(i),γ(i+1)) (7.9)

For any path γ of length n from u to v define

wz(γ) = −
n−1∏

i=0

z−(n+1)W0(γ(i), γ(i+ 1))

as well as the contribution of the magnetic field accumulated along γ,

θ(γ) =
n−1∑

i=0

θ(γ(i), γ(i+ 1)). (7.10)

It is a (direct) consequence of the discussion around [10, (20)] that
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Figure 6: Sketch of the situation with the resolvents in Proposition 7.8. With the arrows we
denote the Greens functions Ĝ(L)(0, u) and Ĝ(L+3)(v, y). Notice that the Green’s functions
inside and outside the box are not independent, but the outer Greens function only depends on
the inner phases through the total flux through all the plaquettes in ΛL. When L becomes very
large this dependence becomes smooth with high probability and thus with an extra constant
‖ 1
fL
‖∞ we can prove all the results as if we had independence.

Lemma 7.2. Suppose that γ, γ̃ are two paths from u to v. Then

θ(γ)− θ(γ̃)

is gauge-independent. In other words, θ(γ)− θ(γ̃) is completely determined by {F (x)}x∈Z2.

Proof. Let us denote by γ−1 the inverse of a path γ which is obtained from inverting the steps
and as well as their order. Then γ̃−1γ is a loop from u to u, so the phase θ(γ̃−1γ) = θ(γ)− θ(γ̃)
picked up along it is an element of the holonomy group (at u). Since our gauge group is U(1)
and therefore abelian, the statement follows directly from [10, (20)].

Finally, we are concerned with expectation values, so it is a good sanity check to see that
these are indeed gauge invariant.

Lemma 7.3. For any u, v ∈ `2(Z2)⊗ C2, |〈u,Gv〉| is gauge invariant.

Proof. By [10, Lemma IV.2], W transforms under a gauge transformation V as W 7→ VWV ∗.
Since V is unitary, we have that

|〈u, (W − z)−1v〉| 7→ |〈V u, (VWV ∗ − z)−1V v〉| = |〈V u, V (W − z)−1V ∗V v〉| = |〈u, (W − z)−1v〉|.
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7.2.2 Winding numbers

Let us define the winding number through the Alexander numbering introduced in [6] (see
also [27, Lemma 2].For any closed curve γ in the plane the winding number of a point p with
respect to the curve γ we denote by wγ(p). Notice that the curve partitions the plane into
several connected regions, one of which is unbounded.

1. The winding numbers of the curve around two points in the same region are equal.

2. The winding number around (any point in) the unbounded region is zero.

3. The winding numbers for any two adjacent regions differ by exactly 1; the region with
the larger winding number appears on the left side of the curve (with respect to motion
down the curve).

In the particular case where γ is a closed curve that only traverses edges of Z2. All points
in a plaquette P are part of the same region and thus the winding number of a plaquette P is
well-defined and we write it as wγ(P ).

Let us give a more explicit construction of the gauge independence of θ(γ), which is the
accumulation of phase along the path γ defined in (7.10). We note that in some sense the
following is a generalization of Stokes’ theorem.

Lemma 7.4. Let γ be a closed curve in R2 that only traverses edges of Z2. The following
formula holds

θ(γ) =
∑

P∈Z2

F (P )wγ(P )

Proof. Let us work in a Landau gauge where the point 0 is picked so that γ is completely above
0. Since the quantity is gauge independent it holds in any gauge. For any plaquette P pick any
point p ∈ P . Consider the vertical line Vp through p. The plaquette P contributes to the sum

θ(γ) =
n∑

i=1

θ(γ(i), γ(i+ 1))

exactly for the i’s in the sum where Vp crosses the edge (γ(i), γ(i+1)) above p. The contribution
is F (P ) times the number of times that Vp crosses the edge (γ(i), γ(i+1)) above p counted with
signs. But by definition of the winding number this is exactly F (P )wγ(P ). Since this holds for
any plaquette P the formula follows.

7.2.3 Proving the Aharonov Bohm effect

Let us now continue with providing probabilistic insight on the Aharonov Bohm effect. In the
following let F = (Fj)j ∈Z2 .The insight is that what happens outside of ΛL is conditionally
independent from what is inside the box ΛL conditioned on

FL =
∑

x∈ΛL

F (x). (7.11)
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The sum is understood modulo 2π. Let µFL be the marginal measure of FL and let PF|FL(· | φ)
be the conditional measure of F given FL = φ. Then, for any measurable function ψ(F, FL) it
holds by [19, (10.3.2), (10.3.4)] that

E[ψ(F, FL)] =

∫

T
µFL(dφ)

∫

TZ2
ψ(s, φ)PF|FL(ds | φ)

=

∫

T
µFL(dφ)E[ψ(F, FL) | FL = φ].

So if we define Eφ by Eφ =
∫
T µFL(dφ) we have the relation

E[ψ(F, FL)] = Eφ[E[ψ(F, FL) | FL = φ]]. (7.12)

Proposition 7.5 (Formalization of the Aharonov Bohm effect). Let u ∈ ΛL and v, y ∈ Λc
L+3.

Then

1. |〈0, GLu〉| is independent of {F (x)}x 6∈ΛL, and

2. |〈v,G(L+3)y〉| depends only on {F (x)}x∈ΛL through the FL.

That means that, |〈0|GL|u〉| and |〈v|G(L+3)|y〉| are conditionally independent given FL. In
particular, it holds that for all u ∈ ΛL and v, y ∈ Λc

L+3 and 0 < s < 1 that

E
(
|〈0|GL|u〉|s|〈v|G(L+3)|y〉|s

)
= Eφ

[
E
(
|〈0, GLu〉|s|〈v,G(L+3)y〉|s | FL = φ

)]

= Eφ
[
E
(
|〈0, GLu〉|s | FL = φ

)
E
(
|〈v,G(L+3)y〉|s | FL = φ

)]
.

Proof. (1) follows from the construction of GL. So let us turn our attention to (2).
Using the decomposition of the Greens function and the construction of GL above, it holds

that

|〈0, GLu〉| = |
∑

γ:0→u,γ⊂ΛL

wz(γ)ei(θ(γ)−θ(γ0))|,

where γ0 is any path from 0 to u that completely lies within ΛL. Similarly,

|〈v,G(L+3)y〉| = |
∑

γ:v→y,γ⊂ΛcL+3

wz(γ)ei(θ(γ)−θ(γ̃0))|,

where γ̃0 is any path from v to y in Λc
L+3. Then the concatenation of γ and the reversal

of γ̃0 is a closed path from v to v through u in Λc
L+3. Denote this path by γc. Notice that

θ(γc) = θ(γ)− θ(γ̃0). Since γc is a path in Λc
L+3 all plaquettes P ∈ ΛL have the same winding

number with respect to γc. Let that number be wγc(ΛL). By Lemma 7.4 it holds that

θ(γ)− θ(γ̃0) = θ(γc) = wγc(ΛL)FL +
∑

P∈ΛcL

F (P )wγc(P ) (7.13)
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where we used (7.11). It follows that there exist functions ϕ, ψ such that

|〈v,G(L+3)y〉| = ϕ(FL, {Fj}j 6∈ΛL) (7.14)

and |〈0, GLu〉| = ψ({Fj}j∈ΛL). Hence |〈v,G(L+3)y〉| is conditionally independent of |〈0, GLu〉|
given FL and the formula follows (cf. [19, (6.15.5)] ) .

7.2.4 Independence up to the Aharonov Bohm effect

In the following, we will need that things that happen inside and outside of a closed box are
independent to continue following the strategy of [16]. However, by the Aharonov-Bohm effect
[1] this is not the case. Yet, by conditioning on the total flux through ΛL can we obtain the
following approximate result. Recall from Section 4.2 how we constructed the operator GL (cf.
(4.5)).

Lemma 7.6 (Factorization using Aharonov Bohm effect). Let fL be the density of the random
variable FL =

∑
x∈ΛL

F (x) representing the total flux through ΛL. For |y| ≥ L + 2 and u ∈
ΛL, v ∈ Λc

L+3 we have that

E
[
|〈0, GLu〉|s|〈v,G(L+3)y〉|s

]
≤
∥∥∥∥

1

fL

∥∥∥∥
∞
E
[
|〈0, GLu〉|s

]
E
[
|〈v,G(L+3)y〉|s

]

for all 0 < s < 1.

Proof. By Proposition 7.5 we obtain that

E
[
|〈0, GLu〉|s|〈v,G(L+3)|〉〉y|s

]
= Eφ

[
E
[
|〈0, GLu〉|s | FL = φ

]
E
[
|〈v,G(L+3)y〉|s | FL = φ

]]
.

Notice that |ΛL| = L2. Then consider first the term with |〈0, GLu〉|s, which only depends
on the finitely many variables {Fj}j∈ΛL . Therefore the conditional density fFL2 |FL(x | φ) is
well-defined and it holds that

fFL2 |FL(x | φ) =
fFL2 ,FL(x, φ)

fL(φ)
.

The joint density is given by

fFL2 ,FL(x, φ) =
L2∏

i=1

ϕ(xi)id{∑L2

i=1 xi=φ (mod 2π)
}(x, φ). (7.15)

So it holds that

E
[
|〈0, GLu〉|s | FL = φ

]
=

∫

TL2
|〈0, GLu〉|sfFL2 |FL(x | φ)λL

2

(dx)

≤ ‖ 1

fL
‖∞E[|〈0, GLu〉|s].
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Now the total expression becomes easier.

Eφ
[
E
[
|〈0, GLu〉|s | FL = φ

]
E
[
|〈v,G(L+3)y〉|s | FL = φ

]]

= ‖ 1

fL
‖∞E[|〈0, GLu〉|s]Eφ

[
E
(
|〈v,G(L+3)y〉|s | FL = φ

)]

= ‖ 1

fL
‖∞E[|〈0, GLu〉|s]E[|〈v,G(L+3)y〉|s].

Now, as FL =
∑

x∈ΛL
F (x) and the F (x) are independent and have density ϕ then the

density of FL is the iterated convolution of ϕ. Now, for two densities f, g it holds that

inf
x ∈[0,2π]

{(f ? g)(x)} =

∫ 2π

0

f(x− y)g(y)dy ≥ inf
x ∈[0,2π]

{f(x)}
∫ 2π

0

g(y)dy = inf
x ∈[0,2π]

{f(x)}.

Using this consideration repeatedly, we conclude that for each n ∈ N,

inf
x ∈[0,2π]

{ϕ?n(x)} ≥ inf
x ∈[0,2π]

{ϕ(x)} ≥ c > 0.

and therefore that ‖ 1
fL
‖∞ ≥ c > 0 for all L.

7.3 Resampling arguments

In this section, we generalize the resampling arguments from [16] so that they can be applied
in our setting where we do not quite have independence. According to [16] the resampling
strategy was developed in [3] and [13].

7.3.1 Defining resampling for dependent random variables

This section is devoted to defining resampling abstractly. However, we will be guided by our
concrete example when we present the theory.

Let J be a finite set and X = TJ c and Y = TJ . Then X × Y = TZ2 . Denote by AX the
sigma algebra generated by cylinder Borel sets and AY = B(TJ ). Then AX ⊗AY is the sigma
algebra generated by cylinder Borel sets and (TZ2

,B(TZ2
)) = (X × Y,AX ⊗ AY ). Let µ be a

probability measure on X × Y . Let Θ : X × Y → X × Y = TZ2 be a corresponding random
variable (that is µ(A) = P(Θ ∈ A)). Denote the marginals of Θ by ΘX and ΘY . Let E(· | ΘX)
be the conditional expectation. For every B ∈ AY and every x ∈ X then define a measure νx
by νx(B) = E[1B | ΘX = x]. Then νx(·) = PΘY |ΘX (· | x) is the conditional measure. Let further
ν be the marginal of µ on X then we have the following decomposition using Proposition 5.3

µ(C) =

∫

X

∫

Y

idC(x, y)dνx(y)dν(x). (7.16)
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Consider the measure space (X × Y 2,AX ⊗A⊗2
Y ), with ν a measure on X and ν⊗2

x on Y 2.
Define the measure µ̃ for any A ∈ AX ⊗A⊗2

Y by

µ̃(A) =

∫

X

∫

Y 2

1A(x, y, ŷ)dν⊗2
x (y, ŷ)dν(x). (7.17)

Since νx was a Markov kernel then ν⊗2
x is also a Markov kernel. The corresponding distribution

(ΘX ,ΘY ,ΘŶ ) satisfies that ΘY and ΘŶ are conditionally independent given ΘX .
Now, we can define the expectation with respect to the marginal onto J c

EJ c [G] =

∫

X

Gν(dx). (7.18)

Further for each x ∈ X we can define the conditional measure of the original phases

EJ [G] =

∫

Y

Gνx(dy) (7.19)

and the conditional measure of the resampled phases

ÊJ [G] =

∫

Ŷ

Gνx(dŷ). (7.20)

In particular,

ÊJEJ [G] =

∫

Y×Ŷ
G(νx)

⊗2(d(y, ŷ)) = E[G | ΘX = xX ] (7.21)

Letting Eall be the full expectation value corresponding to the measure µ̃ we can state the
following Lemma.

Lemma 7.7. Suppose that G1 only depends on θJ c and θJ and Ĝ2 only depends on θJ c and
θ̂J . Then

Eall[G1Ĝ2] = EJ c [ÊJEJ [G1Ĝ2]] = EJ c [EJ [G1]ÊJ [Ĝ2]] = EJ cEJ ÊJ [G1Ĝ2].

7.3.2 Using resampling to construct iteration

Let us now embark on constructing the iteration using resampling arguments following [16,
Proposition 13.1] with some important caveats that we will elaborate on shortly.

Let us first define

D̂ =
∑

n∈J
(e−iθn − e−iθ̂n)|n〉〈n|.

and define ŴL, ĜL as in [16]. Notice how the only difference between GL and ĜL is that ĜL

depends on the resampled phases θ̂n whereas GL depends on the original ones. This thus gives
the equation

ÊJ
[
ĜL
]

= EJ
[
GL
]
. (7.22)

Let t = ‖TL‖ which is bounded by Lemma 4.3. Now, we are ready to prove the equivalent
of [22, Proposition 3.12], which related the infinite volume resolvents to the finite volume ones.

225



Proposition 7.8. For every 0 < s < 1
3
we have that

E[|〈0, Gy〉|s] ≤ C(s)2‖ 1

fL
‖∞ct2s

∑

u,L−2≤|u|≤L+2

E[|〈0, GLu〉|s]
∑

v′,L+2≤|v′|≤L+4

E[|〈v′, G(L+3)y〉|s].

Proof. We use similar reasoning as in both papers [22, (3.53)] and [16, (13.16)] to see that

E[|〈0, Gy〉|s] ≤ ct2s
∑

(u,u′)∈HL,(v,v′)∈HL+3

E
[
|〈0, GLu〉|s|〈u′, Gv〉|s|〈v′, G(L+3)y〉|s

]
.

Now, the proof of resampling (cf. [16, Proposition 13.1]) needs to be reconsidered. In the
proof from [16, Proposition 13.1] the terms |〈0, GLu〉|s and |〈v′, G(L+3)y〉|s are independent, but
correlated through the factor |〈u′, Gv〉|s. For us, they are independent up to the Aharonov-
Bohm effect, but still correlated through the factor |〈u′, Gv〉|s. Nevertheless, with some care
we can still use the same resampling strategy.

We now do the same resolvent equations as in the proof from [16, Proposition 13.1]. Notice
that in this process we can do this formally, in sense that these resolvent equations are true for
any set of parameters θn and θ̂n.

We then obtain since the total expression is independent of {θ̂n}n∈J and ÊJ (1) = 1 that

E
[
|〈0, GLu〉|s|〈u′, Gv〉|s|〈v′, G(L+3)y〉|s

]

= Eall

[
|〈0, GLu〉|s|〈u′, Gv〉|s|〈v′, G(L+3)y〉|s

]

≤ EJ cEJ ÊJ
[(
|〈0, ĜLu〉|s + |〈0, ĜLD̂WL

0 G
(L)u〉|s

)
|〈u′, Gv〉|s

×
(
|〈v′, Ĝ(L+3)y〉|s + |〈v′, G(L+3)D̂W

(L+3)
0 Ĝ(L+3)y〉|s

)]

=: A1 + A2 + A3 + A4

which like in [16] has 4 terms A1, A2, A3, A4. We now consider the modified bound for each
term.

A1: To bound the term we first use Lemma 7.7. Then we use Theorem 2.4 and Lemma 7.6
as well as (7.22) to obtain

A1 := EEJ
[
|〈0, ĜLu〉|s|〈u′, Gv〉|s|〈v′, Ĝ(L+3)y〉|s

]

≤ EJ c
[
ÊJ
[
|〈0, ĜLu〉|s|〈v′, Ĝ(L+3)y〉|s

]
EJ [|〈u′|G|v〉|s]

]

≤ C(s)EJ cÊJ
[
|〈0, ĜLu〉|s|〈v′, Ĝ(L+3)y〉|s

]

≤ C(s)‖ 1

fL
‖∞E

[
|〈0, GLu〉|s

]
E
[
|〈v′, G(L+3)y〉|s

]
.
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A4: Then the bound for the A4 term:

A4 := Eall

[
|〈0, ĜLD̂WΛL

0 G(L)u〉|s|〈u′, Gv〉|s|〈v′, G(L+3)D̂W0Ĝ
(L+3)y〉|s

]

≤ EJ cÊJEJ
[
|〈0, ĜLD̂WΛL

0 G(L)u〉|s|〈u′, Gv〉|s|〈v′, G(L+3)D̂W0Ĝ
(L+3)y〉|s

]

≤ EJ cÊJ
[
EJ
[
|〈0, ĜLD̂WΛL

0 G(L)u〉|3s
] 1

3 EJ
[
|〈u′, Gv〉|3s

] 1
3 EJ

[
|〈v′, G(L+3)D̂W0Ĝ

(L+3)y〉|3s
] 1

3

]

≤ EJ cÊJ
[
EJ
[
|〈0, ĜLD̂WΛL

0 G(L)u〉|3s
] 1

3
C(3s)

1
3EJ

[
|〈v′, G(L+3)D̂W0Ĝ

(L+3)y〉|3s
] 1

3

]

where we used Hölder on the integrals over the old variables first and use that for s < 1
3

we can bound the middle term by Theorem 2.4. This leaves us with the two factors
|〈0, ĜLD̂WΛL

0 G(L)u〉|3s as well as |〈v′, G(L+3)D̂W0Ĝ
(L+3)y〉|3s. Those we can estimate as in

[16] with an extra factor of C(s)‖ 1
fL
‖∞ when we have to split up the expectations. But this

term is constant so we have the same estimates.
Let us do the first factor explicitly as in [16, (13.30)].

|〈0, ĜLD̂WΛL
0 G(L)u〉|3s ≤

∑

n∈J∩ΛL

|〈0, ĜLn〉 〈n,WΛL
0 G(L)u〉|3s.

Now, it holds that

|〈n,WΛL
0 G(L)u〉| = |〈n,DS(DS − z)−1u〉| = |〈n, ((DS − z) + z)(DS − z)−1u〉|

= |〈n, u〉 + z〈n, (DS − z)−1u〉| ≤ 1 + |z| |〈n,GLu〉|.
Thus, using that |z| ≤ 2 by Theorem 2.4 again,

EJ
[
|〈0, ĜLD̂WΛL

0 G(L)u〉|3s
]
≤

∑

n∈J∩ΛL

|〈0, ĜLn〉|3sEJ
[

1 + |z||〈n, GLu〉|3s
]

≤ C(s)
∑

n∈J∩ΛL

|〈0, ĜLn〉|3s.

Similarly, (and similarly as in [16]) we obtain that

EJ
[
|〈v′, G(L+3)D̂W0Ĝ

(L+3)y〉|3s
]
≤

∑

n∈J∩ΛcL+3

|〈n, Ĝ(L+3)y〉|3s.

Now, using that J has a fixed number of elements there is a constant C > 0 such that(∑
n∈J x3s

n

) 1
3 ≤ C

∑
n∈J xsn for positive reals xn. It follows that

A4 ≤ C
∑

n∈J∩ΛL,n′∈J∩ΛcL+3

EJ cÊJ
[
|〈0, ĜLn〉|s|〈n′, Ĝ(L+3)y〉|s

]

= C
∑

n∈J∩ΛL,n′∈J∩ΛcL+3

E
[
|〈0, GLn〉|s|〈n′, G(L+3)y〉|s

]

≤ C‖ 1

fL
‖∞

∑

n∈J∩ΛL

E
[
|〈0, GLn〉|s

] ∑

n′∈J∩ΛcL+3

E
[
|〈n′, G(L+3)y〉|s

]
.
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Now, for the terms A2 and A3 we can use exactly the same methods as for the A4 term by
replacing the Hölder with a Cauchy-Schwarz since there is now only two terms. Then we do
the analysis as in the A4-part, but now only for one of the factors each time obtaining the same
split up of the expectations with the inner and outer part. In total, we get

E[|〈0, Gy〉|s] ≤ C(s)2‖ 1

fL
‖∞ct2s

∑

u,L−2≤|u|≤L+2

E
[
|〈0, GLu〉|s

] ∑

v′,L+2≤|v′|≤L+4

E
[
|〈v′, G(L+3)y〉|s

]
.

Next we bound the resolvent G(L+3) in terms of the full resolvent similarly to [16, Proposition
13.2].

Proposition 7.9. For every s < 1
3
we have that

E[|〈0, Gy〉|s] ≤ C(s)t2s(1 + tsL)
∑

u,L−2≤|u|≤L+2

E[|〈0, GLu〉|s]
∑

x′,L+2≤|x′|≤L+4

E[|〈x′, Gy〉|s].

Proof. We do another resampling argument. First, we use the resolvent equation to write

G(L+3) = G+G(L+3) TL+3 G.

which in turn implies that

E[|〈v′, G(L+3)y〉|s] ≤ E [|〈v′, Gy〉|s] + C
∑

(w,w′)∈∂ΛL+3

E
[
|〈v′, G(L+3)w〉|s|〈w′, Gy〉|s

]
. (7.23)

Now, we focus on the term E
[
|〈v′, G(L+3)w〉|s|〈w′, Gy〉|s

]
and where we can resample the fields

corresponding to changing the phases at v′, w and w′ in a similar way as above. Following [16]
we denote the resampled phases with Ẽ instead of Ê and the corresponding expectation with
respect to µ̃ as Ẽall. Now,

E
[
|〈v′, G(L+3)w〉|s|〈w′, Gy〉|s

]
= Ẽall

[
|〈v′, G(L+3)w〉|s|〈w′, G̃y〉|s

]

+ Ẽall

[
|〈v′, G(L+3)w〉|s|〈w′, GD̃SG̃y〉|s

]
,

where D̃ is defined analogously as D̂ above. Let us start bounding the first term. By Lemma
7.7 and Theorem 2.4 on the first term

Ẽall

[
|〈v′, G(L+3)w〉|s|〈w′, G̃y〉|s

]
≤ EJ c

[
EJ
[
|〈v′, G(L+3)w〉|s

]
ẼJ
(
|〈w′, G̃y〉|s

)]

≤ C(s) EJ cẼJ
[
|〈w′, G̃y〉|s

]

= C(s)E [|〈w′, Gy〉|s] (7.24)
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where we also used (7.22). Then, let us turn to the second term. First, we can again use a
resolvent equation to write

|〈w′, GD̃SG̃y〉|2s ≤ C
∑

l∈J
|〈w′, Gl〉|2s |〈l, D−1DSG̃y〉|2s ≤ C

∑

l∈J
|〈w′, Gl〉|2s |〈l, 1 + zG̃y〉|2s

≤ C
∑

l∈J
|〈w′, Gl〉|2s |〈l, G̃y〉|2s.

So that we now obtain

Ẽall

[
|〈v′, G(L+3)w〉|s|〈w′, GD̃SG̃y〉|s

]
≤ EJ cẼJEJ

[
|〈v′, G(L+3)w〉|s|〈w′, GD̃SG̃y〉|s

]

≤ EJ cẼJ
[
EJ
[
|〈v′, G(L+3)w〉|2s

] 1
2 EJ

[
|〈w′, GD̃SG̃y〉|2s

] 1
2

]

≤ C(s) EJ cẼJ
[
EJ
[
|〈w′, GD̃SG̃y〉|2s

) 1
2

]

≤ C(s)
∑

l∈J
EJ cẼJ

[
EJ
[
|〈w′, Gl〉|2s |〈l, G̃y〉|2s

] 1
2

]

≤ C(s)
∑

l∈J
EJ cẼJ

[
|〈l, G̃y〉|sEJ

[
|〈w′, Gl〉|2s

] 1
2

]

≤ C(s)
∑

l∈J
EJ cẼJ

[
|〈l, G̃y〉|s

]
= C(s)

∑

l∈J
E [|〈l, Gy〉|s] . (7.25)

Now, (7.24) and (7.25) yields that

E
[
|〈v′, G(L+3)w〉|s|〈w′, Gy〉|s

]
≤ C(s)E [|〈w′, Gy〉|s] + C(s)

∑

l∈J
E [|〈l, Gy〉|s] .

Combining this result with (7.23) and Proposition 7.8 yields the proof.

7.4 Iteration and exponential decay of fractional moments Greens
function.

In this section we check that the iteration from [22, Section 3.4] also works in our case and we
prove Theorem 2.3.

Theorem 2.3. Let W = Wω be the random quantum walk defined in (2.2). Then there exists
ε > 0 such that for all C1, C2 with dist((C1, C2), Cr) < ε such that for all s ∈ (0, 1

3
), there exist

constants µ,C > 0 such that and all x±, y± ∈ Z2 × {+,−} it holds that

Eω
[
|G(x±, y±, z)|s

]
≤ Ce−µ|x−y|

for all z ∈ C with 1
2
< |z| < 2.
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Self-adjoint Unitary
2nd moment [15] [16]

EigenCorrelators [2] [25]

Table 1: Overview of the relevant literature for proving that a fractional moment estimate of
the Greens function implies localization of i.i.d potentials in the self-adjoint case and i.i.d.
phase in the unitary case. The two methods are the 2nd-moment estimate method and the

eigenfunction correlator method in the self-adjoint and in the unitary case.

Proof of Theorem 2.3. We combine Proposition 7.1 and Proposition 7.9 as in [22, Section 3.4].
That is

E[|〈0, Gy〉|s] ≤ C(s)t2s(1 + tsL)
L2

La
max

x′,L+2≤|x′|≤L+4
E[|〈x′, Gy〉|s].

where we chose t ≤ L−2(ap+2)−a
s . Now, we can take a large enough so that tL → 0 as L → ∞

and hence the front factor tends to 0. Now, using translation invariance this gives us an iterative
proof of exponential decay (cf. [22, Section 3.4]).

8 Relating Greens functions to dynamical localization.

This section contains some considerations about dynamical localization in the fractional
moment method and what barriers we see to obtain Conjecture 2.5.

The fractional moment approach to localization entails proving a priori and exponential
decay estimates of the expectations for fractional moments of the Green function. In the case
of the standard Anderson model, the unitary Anderson model or when the phases θi are i.i.d.
different methods exist for relating the estimates to dynamical localization. For the discussion
we follow the spirit of [31]. In the self-adjoint case, there is an approach second moment
estimates [15] and one using eigenfunction correlators. In the unitary case, the second moment
method was "unitarized" in [16] and also used in [21]. On the other hand, the eigenfunction
correlator approach of [2] (see also [5, Theorem 7.7]) was "unitarized" in [25].

We have not succeeded on using any of the approaches for the model of a quantum walk in
a random magnetic field that we introduce and study in this paper. Generalizing the unitary
approach to eigenfunction correlators in [25] seems intractable so we find it natural to try to
follow the steps of [16]. However, as we saw in the proofs above substantial difficulties arise
since the phases are no longer i.i.d. These difficulties that are centred around the appropriate
generalization of [16, Prop. 5.1] seem at the moment difficult to overcome (although admittedly
with natural modifications one can get quite far, but the final estimate corresponding to [16,
(5.24)] we were not able to obtain). Having obtained an appropriate generalization of [16,
Prop. 5.1] we believe that the rest of the proof of dynamical localization (Conjecture 2.5) is
downstream.
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Abstract

We determine spectra of single-particle translation-invariant Lindblad operators on the
infinite line. In the case where the Hamiltonian is given by the discrete Laplacian and
the Lindblad operators are rank r, finite range and translates of each other, we obtain
a representation of the Lindbladian as a direct integral of finite range bi-infinite Lau-
rent matrices with rank-r-perturbations. By analyzing the direct integral we rigorously
determine the spectra in the general case and calculate it explicitly for several types of
dissipation e.g. dephasing, and coherent hopping. We further use the detailed information
about the spectrum to prove gaplessness, absence of residual spectrum and a condition
for convergence of finite volume spectra to their infinite volume counterparts. We finally
extend the discussion to the case of the Anderson Hamiltonian, which enables us to study
a Lindbladian recently associated with localization in open quantum systems.

1 Introduction

Schrödinger operators and their spectra are one of the central objects studied in mathemat-
ical physics. Indeed, spectral properties encode many important physical properties such as
the speed of propagation as described by the RAGE theorem [2, 3, 4].

Going beyond the closed system paradigm described by Schrödinger operators and unitary
dynamics, a natural setting is that of Markovian time-evolution, described by a completely
positive dynamical semi-group. These systems have been extensively studied from a quantum
information perspective in particular by considering the generator of such evolutions, i.e. the
Lindblad generator [5]. Here, gaps in the spectrum around the origin in the complex plane
provide information about relaxation times towards the non-equilibrium steady state of the
system (as we will discuss in Section 2.2). Understanding the interplay between disorder (e.g.
in the form of a random potential) and dissipation (e.g. thermal noise) is emerging as an
important problem [6, 7, 8, 9]

In addition, over the past decades, the theory of non-Hermitian Hamiltonians (i.e Non-
self-adjoint Schrödinger operators) has developed rapidly [10, 11, 12, 13]. One motivation for
these investigations has been that non-Hermitian Hamiltonians model open quantum systems
if quantum jumps are neglected [14]. The theory of non-Hermitian Hamiltonians is also closely
connected to the study of tridiagonal Laurent matrices (see [15, 16, 17] and references therein).
In particular, the stability of the spectra under perturbations has been investigated [18].
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In this paper, we extend this connection to the case of Markovian evolution in the single
particle regime (illustrated in Figure 1). For Lindbladians with translation-invariant Hamilto-
nians and Lindblad operators Lk that are rank-one, finite range and translates of each other
we prove in Theorem 3.8 that the entire Lindbladian can be rewritten as a direct integral of
tridiagonal Laurent matrices T (q) corresponding to the non-Hermitian evolution subject to a
rank-one perturbation F (q) which corresponds to the quantum jump terms. The construction
of T (q) and F (q) is explicit. This decomposition allows us to explore the spectral effects of the
quantum jumps rigorously.

The Lindbladian L is non-normal and so the notion pseudo-spectrum provides information
about the operator in not encoded in the spectrum as discussed in great detail in [19, 10]. To
determine the spectrum of the Lindbladian from the direct integral decomposition we extend the
use of pseudo-spectra by providing a result of independent interest concerning the spectrum
of a direct integral in terms of the pseudo-spectra of its fibers and thereby generalizing the
corresponding result for the direct sum [20]. This is the content of Theorem 3.12.

The combination of the direct integral decomposition and Theorem 3.12 enables us to obtain
information about the spectrum of the Lindbladian L.

In Section 4 we discuss some abstract consequences of the direct integral decomposition.
First, we use the decomposition to prove that Lindbladians in the class we consider only have
approximate point spectrum. Second, we discuss convergence of finite volume spectra to their
infinite volume counterparts and finally we prove that the Lindbladians in question are always
gapless or have an infinite dimensional kernel.

In Section 5, we then use the direct integral decomposition more concretely to completely
determine the spectrum of some Lindbladians which have received attention in the physics
literature as the one-particle sector of open spin chains [21, 22, 23] thereby complementing the
exact results on the spectrum from [24]. We are particularly interested in an example where
the dissipators are non-normal and where the system shows signs of localization in an open
quantum system [25]. Our rigorous analytic results also complement the large body of very
recent work on random Lindblad operators studied from a random matrix theory point of view
[26, 27, 28, 29].

Finally, to connect to examples to the open quantum system with disorder, in Theorem 6.1
we prove a Lindbladian analogue of the Kunz-Soulliard theorem from the theory of random
operators.

In contrast to many previous investigations, we work directly on the entire lattice Z. That
allows us to utilise translation-invariance, Laurent matrices and some tools from random op-
erator theory that do not work for finite systems. Furthermore, working in infinite volume
directly allows us to determine closed formulas for the spectra explicitly. From one point of
view, one can look at these formulas as approximations to (some) large finite-volume systems.
In Theorem 4.5 we give conditions that ensure this convergence.

With some exceptions, [30, 31, 32, 7, 9], the study of Lindbladian evolutions has, in recent
decades, focused on finite spin systems. We therefore first present some results with conditions
for the Lindbladian L to be bounded as an operator on respectively the space of bounded,
Hilbert-Schmidt and trace-class operators.
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Figure 1: An example of the systems that we discuss in the following. We have a single particle
on a lattice with hopping between lattice sites and local dissipation. In this example, the
hopping and dissipation have the shortest possible range, but the methods presented apply as
long as these properties stay local.

2 Lindblad systems on the infinite lattice

We consider the Markovian, open-system dynamics of a single quantum particle on the one-
dimensional lattice described by the Hilbert space H = `2(Z) and a distinguished (position)
basis {|k〉}k∈Z.

The underlying completely positive dynamical semi-group is generated by a Lindbladian L :
B(H)→ B(H) of the form [33, 5]

L(ρ) = −i[H, ρ] +G
∑

k

LkρL
∗
k −

1

2
(L∗kLkρ+ ρL∗kLk), (1)

where H is the Hamiltonian of the system (a self-adjoint bounded operator) and G > 0 is the
coupling constant of the dissipation and we have used A∗ to denote the adjoint of an operator A.
We will refer to the second term as the dissipative part. The operators Lk ∈ B(H) implementing
the dissipative part are referred to as Lindblad operators. The semi-group determines the time-
evolution of a state ρ(t) at time t ≥ 0, which is given by

ρ(t) = etL(ρ0),

where ρ(0) = ρ0 is the state at time t = 0.
Later, we will often choose our Lk to act locally as for example Lk = |k〉〈k|. In the following,

we will refer to (1) as the Lindblad form. We will similarly say that an operator L̃ is in the
adjoint Lindblad form if

L̃(X) = i[H,X] +G
∑

k

L∗kXLk −
1

2
(L∗kLkX +XL∗kLk), (2)

which describes the evolution of observables in the Heisenberg picture, whereas the evolution
generated on states according to (1) is refered to as the Schrödinger picture. The case of a
Markovian evolution on the infinite line is slightly under-represented in the literature as many
works, in particular from the quantum information side, where open-system dynamics has
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been studied extensively, restrict themselves to finite dimensions. The infinite case adds some
additional complications that we clarify without using the lattice structure of `2(Z).

Oftentimes, we will use a decomposition of L in terms of a non-Hermitian evolution part
LNHE and a quantum jump term LJ according to

L(ρ) = −i(Heff ρ− ρH∗eff) +G
∑

k

L∗kρLk = LNHE(ρ) + LJ(ρ).

where LJ(ρ) = G
∑

k L
∗
kρLk and the effective non-Hermitian Hamiltonian is defined by

Heff = H − iG

2

∑

k

L∗kLk. (3)

The Lindblad form ensures that the spectrum is always contained within the half-plane of
the complex plane with non-positive real part (see also [34, 35]).

Furthermore, for finite-dimensional systems L(X∗) = L(X)∗ which implies that the spec-
trum is invariant under complex conjugation σ(L) = σ(L). This we prove also in the infinite-
dimensional case in Lemma A.4.

In finite dimensions, it is always the case that there is a steady state ρ∞ of the dynamics that
satisfies L(ρ∞) = 0 (see for example [35, Proposition 5]). It was discussed in [36, 37, 38, 39] how
the symmetries of Lk are inherited by L and the steady state. However, translation invariant
infinite volume Lindbladians have not been studied extensively although some results exist
[40, 7].

2.1 Boundedness of L as an operator on Schatten spaces

In finite dimensions, the set of density matrices is defined to be the set of positive matrices with
unit trace. In infinite dimensions, this notion is generalised to positive trace-class operators
with unit trace. In the following, we will denote the space of trace-class operators by TC(H),
the Hilbert-Schmidt operators by HS(H) and the space of bounded operators by B(H). See
for example [10, 41] for more details on these spaces. All three spaces are Banach spaces with
regards to their respective norms and HS(H) is also a Hilbert space with the inner product

〈X, Y 〉 = Tr(X∗Y ).

In order to relate the spectra of L on these different Banach spaces, we will use interpolation
methods. These methods rely on the Schatten classes that interpolate between TC(H),HS(H)
and B(H). To define them we consider operators A ∈ B(H) with and define for p ∈ (1,∞) the
Schatten-p-norm of A via

‖A‖p = Tr(|A|p)
1
p ,

where |A| = (AA∗)
1
2 . The Schatten-p-class Sp then consists of all bounded operators with

finite p-norm. For p = ∞ we set S∞ = K(H), the compact operators on H. Furthermore, the
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Schatten classes interpolate between these spaces in the sense that S1 = TC(H),S2 = HS(H).
For more information see [42] where the Schatten classes are treated extensively.

We first show that under a boundedness assumption on the Lk any Lindblad generator of
the form (1) will be a bounded operator on TC(H),HS(H) as well as B(H). To this end, assume
that H ∈ B(H) and that

(A1) : Both





∑

k∈Z:|k|≤n
LkL

∗
k




n∈N

and





∑

k∈Z:|k|≤n
L∗kLk




n∈N

converge weakly in B(H),

where we recall a sequence of operators {An}n∈N ⊂ B(H) converges weakly to an operator
A ∈ B(H) if for all v ∈ H it holds that ‖Anv − Av‖ → 0.

A similar level of generality was used in [43] and [44]. We will use the Riesz-Thorin interpo-
lation theorem in a non-commutative version, where the operators are defined on the Schatten
classes Sp. We state it here for convenience.

We say that a pair of operators Ap ∈ B(Sp) and Aq ∈ B(Sq) are defined consistently if for
any ρ ∈ Sp ∩ Sq it holds that Apρ = Aqρ. If this is the case, we abuse notation by writing
A ∈ B(Sp),B(Sq). Notice that since the Lindbladian is defined through the Lindblad form
(1) for some fixed operators H,Lk. Then L is consistently defined and we abuse notation by
writing both L ∈ B(Sp) and L ∈ B(Sq), whenever it is the case.

Theorem 2.1 ([45, Section IX.4]). Let p, q ≥ 1 and A ∈ B(Sp),B(Sq) consistently, then
A ∈ B(Srt) where 1

rt
= t

p
+ 1−t

q
for each t ∈ [0, 1] with

‖A‖rt→rt ≤ ‖A‖
t
p→p‖A‖

1−t
q→q.

The theorem enables us to prove that Assumption (A1) is enough to ensure boundedness
on all Schatten spaces, but we state the more relevant ones here for clarity.

Lemma 2.2. Suppose that L is of the Lindblad form (1) and that (A1) holds. Then

L ∈ B(B(H)),B(HS(H)),B(TC(H)).

This is also true if L is of the adjoint Lindblad form (2).

Proof. The case L ∈ B(TC(H)) follows from [44, prop 6.4]. In Appendix A.2 we prove that
L ∈ B(B(H)). Then, to see that L ∈ B(HS(H)) we use the non-commutative Riesz-Thorin
theorem. Note that since the operator L is bounded on B(H) it is also bounded as an operator
on the compact operators K(H) = S∞. Thus, we obtain that

‖L‖2→2 ≤ ‖L‖
1
2
1→1‖L‖

1
2∞→∞.

This shows that L ∈ B(HS(H)). For further discussions and similar results see also [46, 47].
The result for the adjoint Lindblad form follows in the same way because of the assumption
(A1).
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We have now proven that the Lindbladian L is an element of the Banach algebras B(TC(H)),
B(HS(H)) and B(B(H)), where B(HS(H)) is also a C∗-algebra.

In the main text we will only consider the case B(HS(H)). In particular, we only deter-
mine the spectrum exactly there. But in Appendix A.1 we make some remarks on spectral
independence of Lindblad operators.

In the following, we will be concerned with the spectrum of A in each of these algebras. For
any Banach algebra A the spectrum of an operator A with respect to the algebra A is defined
as follows

σA(A) = {λ ∈ C | A− λ is not invertible in A}.
Furthermore, we define the approximate point spectrum of an operator in a Banach algebra

A = B(X) for some Banach space (X, ‖·‖X), is given by

σA,appt(A) = {λ ∈ C | ∃(ψn)n∈N ⊂ X, ‖ψn‖X = 1, lim
n→∞

‖ (A− λ)ψn‖X = 0}.

A sequence (ψn)n∈N corresponding to a point λ ∈ C as above we will call a Weyl sequence
corresponding to λ. It is always the case that σA,appt(A) ⊂ σA(A) and for normal operators
equality holds [41, 12.11]. We will prove in Theorem 4.1 that the equality also holds in many
of our cases of interest. The set

σA,res(A) = σA(A)\σA,appt(A)

is called the residual spectrum of A.
In the following, we will be particularly interested in the case where the Banach algebra

A = B(Sp). It is a classical result that Sp (and in turn A) is Banach algebra in itself, and
that Sp is an ideal in B(H) for all p ∈ [1,∞]. The Calkin algebra Q(H) is defined by Q(H) =
B(H)\K(H) and the spectrum of an operator A in the Calkin algebra we call the essential
spectrum σess(A) = σQ(H)(A).

In the following, we are mainly concerned with translation-invariant operators with finite
range. We formalize this by the following two assumptions.

(A2a) : Finite range r <∞ : 〈y|, Lk|x〉 = 0 whenever max{|x− k|, |y − k|} > r

(A2b) : Translation-invariance: S1LkS−1 = Lk+1 for each k ∈ Z

where the operator Sn on H is defined by (Snψ)(x) = ψ(x−n) with the convention that S = S1.
Notice that since H = `2(Z) the operator Sn is unitary and S−1

n = S∗n = S−n.
If we further assume that the Hamiltonian H is translation-invariant meaning that H =

S1HS
∗
1 , then Assumption (A2b) implies that L is translation-covariant, i.e. it satisfies that

L(S1ρS
∗
1) = S1 L(ρ)S∗1 . (4)

It is easy to see that (4) implies that L(SnρS
∗
n) = Sn L(ρ)S∗n for all n ∈ Z. Furthermore,

it is also true that (A2a) and (A2b) imply (A1). To see this, notice that (A2b) implies that∑
k LkL

∗
k is translation-invariant and therefore constant on diagonals. Now, (A2a) implies

that there are only finitely many non-zero diagonals and the diagonal entries are finite. Thus,∑
k LkL

∗
k =

∑r
n=−r αnSn for αn ∈ C for −r ≤ n ≤ r, which is a bounded operator.
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2.2 Relation between spectra and dynamics for Lindblad systems

In the rest of the paper, our focus will be on determining the spectra of certain infinite-volume
open quantum systems. In the Hamiltonian case, there is a clear dynamical interpretation of
the spectra and the different types of spectra. However, due to non-normality of Lindblad
operators, the dynamical implications of the spectra are more subtle and the details of the
topic are still under discussion in the physics literature [49]. We discuss our knowledge in both
finite and infinite dimensional cases.

Finite dimensions: In the finite-dimensional, case the relationship between eigenvalues of
L and the time evolution is given through the Jordan normal form. I.e. L = SΛS−1 where
S is invertible and Λ is of a certain almost-diagonal form. However, even in the cases where
Λ is diagonal, L is not necessarily normal. The analysis is counter-intuitive to the person
trained in Hamiltonian formalism due to the peculiarities of non-normality. In particular, the
mathematical guarantees for convergence of the semigroup are much much weaker in the normal
case and they scale much worse with the dimension of the system (see e.g. [50]).

Another peculiarity is the fact that all eigenvectors of L are traceless, which we describe in
the following remark.

Remark 2.3. All eigenvectors of L with eigenvalues not equal to 0 are traceless. To see that,
note that etL is trace-preserving for all t ∈ [0,∞), so it holds that

Tr(ρ) = Tr
(
etL(ρ)

)
= eλt Tr(ρ).

Thus, if Tr(ρ) 6= 0 then for all t ∈ [0,∞) we get 1 = eλt which implies that λ = 0.

We can give guarantees about the dynamics in terms of the spectral gap g of L which we
define as follows

g = sup {Re(λ) | λ ∈ σ(L)\{0}} .

In the case where we have a unique steady state ρ∞, we can get a dynamical guarantee for the
speed of decay towards the steady state in terms of the gap g. Namely that

∥∥etL(ρ)− ρ∞
∥∥ ≤

Cetg where C > 0 is a constant that depends heavily on the size of the Jordan blocks of the
systems.

In the literature, the cases where L is not diagonalizable are called exceptional points, there
is evidence that these points can also lead to faster decay towards the steady state [51], although
the mathematical guarantee gets worse.

Infinite dimensions: In infinite dimensions the relationship between spectra and dynamics
can break down due to Jordan blocks of unbounded size (and more generally the breakdown of
the Jordan normal form), due to the lack of a trace class steady state (a phenomenon that we
will encounter in most examples in Section 5) and due to the lack of a spectral gap (which we
prove for our models in Theorem 4.10).

However, we will encounter situations where σ(L) has two or more disconnected parts.
Suppose for simplicity that we just have two parts σ(L) = ΣA∪̇ΣB, with sup{Re(z) | z ∈
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ΣA} ≤ g for some gap g ∈ (−∞, 0) and such that there exists is a closed continuous curve
encircling only ΣA. Then we can define the Riesz projections by contour integration to get a
decomposition of H = HA ⊕HB for two orthogonal subspaces HA,HB such that L leave each
of the two subspaces invariant. Thus, we can decompose L = LA ⊕ LB. Suppose that ρ ∈ HA

then, since LA is the generator of a semigroup by [52], it holds that
∥∥etL(ρ)

∥∥ =
∥∥etLA(ρ)

∥∥ ≤ Cetg ‖ρ‖
for some constant C > 0. Thus, if ρ = ρA + ρB with ρA ∈ HA and ρB ∈ HB we see that the

part ρA decays quickly.
We leave it to future work to establish a stronger relationship between spectra and dy-

namics in the infinite-dimensional case. In particular, one cannot use our work to gain many
rigorous guarantees about the evolution of infinite open quantum systems, but we consider the
results presented as steps towards such rigorous guarantees. Furthermore, due to the apparent
convergence of the spectra of some finite-dimensional Lindbladians (see Theorem 4.5 and the
discussion in Section 7) one can also view the method presented here as a way to compute large
volume approximations to finite systems (which have discrete spectra and where the relation
between spectra and dynamics is clearer).

In fact, given the question on spectral independence raised in the previous section one might
even ask which Banach algebra (potentially B(Sp) for some p ∈ [1,∞]) enables us to transfer
knowledge from spectra to dynamics of states ρ ∈ S1, ρ ≥ 0 and Tr(ρ) = 1.

3 Direct integral decompositions and their spectra

In this section, we specialize to the case where the Hamiltonian H ∈ B (`2(Z)) is the discrete
Laplacian −∆ defined in (41). From now on, we will use Dirac notation, to do that we define
for a k ∈ Z the vector |k〉 = ek, and we let 〈k| be the corresponding dual vector. On caveat
here is that since we will be working with non-selfadjoint operators, then 〈k|, A|k′〉 6= 〈k|A, |k′〉
and therefore the comma in the inner product is important and we write it consistently.

Since H only enters through into the Lindbladian given by (1) the commutator [H, ·] does
not change when disregarding the term −2|k〉〈k|. Thus, we will often work with

H = −∆̃ = −
∑

k∈Z
|k〉〈k + 1| + |k + 1〉〈k| = −(S + S∗), (5)

where the operator Sn on H was defined by (Snψ)(x) = ψ(x− n) and we used the convention
that S = S1 for the shift operator. For the Lindblad operators Lk, we made the following
assumptions in the previous section.

(A2a) : Finite range r <∞ : 〈y|, Lk|x〉 = 0 whenever max{|x− k|, |y − k|} > r.

(A2b) : Translation-invariance: SnLkS−n = Lk+n.

Sometimes, we will also need the assumption

(A2c) : rank-one: Rank(Lk) = 1.
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Notice that in particular, we do not assume that each of the Lk is normal or self-adjoint and in
fact, one of our motivating examples has non-normal Lk. Notice that H is translation-invariant
in the sense that H = SnHS

∗
n. The assumption (A2b) implies that L is translation-covariant

in the sense of (4).
We will use a sequence of isometric isomorphisms of Hilbert spaces to obtain our main

result. Therefore we briefly recall some facts about them. We call a map between separable
Hilbert spaces U : H1 → H2 an isometric isomorphism if it is linear, bijective and preserves
the inner product 〈U(x), U(y)〉H2 = 〈x, y〉H1 . We recall that every isometric isomorphism of
separable Hilbert spaces is a unitary operator [53, Theorem 5.21] . Now, U gives rise to an
isomorphism C∗-algebras U↑ : B(H1)→ B(H2) given by conjugation

U↑(A) = UAU∗. (6)

Where we have introduced the notation U↑ since we will compose many isomorphisms the
reader should notice that

(UV )↑ = U↑V ↑. (7)

3.1 Review of Fourier transformations and symbol curves for Lau-
rent operators

We will use the Fourier transformation extensively and therefore we review it before con-
tinuing. Following the normalization convention in [1, (A.9)] we let F : `2(Z)→ L2([0, 2π]) be
defined by

(Fψ)(q) =
1√
2π

∑

x∈Z
e−iqxψ(x),

for any ψ ∈ `2(Z). Then F is unitary and its adjoint, the inverse Fourier transform, F−1 :
L2([0, 2π])→ `2(Z) is given by

(F−1ϕ)(x) =
1√
2π

∫ 2π

0

eiqxϕ(q)dq, (8)

for every ϕ ∈ L2([0, 2π]). We summarise these observations as follows.

Theorem 3.1. The operator F : `2(Z)→ L2([0, 2π]) is a well defined bounded operator and it
is an isometric isomorphism. For the operator F−1 : L2([0, 2π])→ `2(Z) defined by (8) satisfies
F−1 = F∗ as well as

FF−1 = 11L2([0,2π]) and F−1F = 11`2(Z).

Furthermore, F maps the standard basis {|j〉}j∈Z to the Fourier basis consisting of functions
{ 1√

2π
e−ikj}j∈Z. It is standard that if T is a translation invariant operator on `2(Z) (defined as
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STS∗ = T ). Then the corresponding operator FTF−1 ∈ B(L2([0, 2π])) will be a multiplication
operator.

The Fourier transform transforms Laurent operators into multiplication operators, so we
briefly recall the definition of a Laurent operator. A Laurent operator T ∈ B(`2(Z)) is an
operator if for all i, j, n ∈ Z it holds 〈i|, T |j〉 = 〈i+ n|, L|j + n〉, thus, in position basis, we can
write T as a bi-infinite matrix that is constant on the diagonals.

T =




. . . . . . . . . . . . . . .

. . . a0 a1 a2 . . .

. . . a−1 a0 a1 . . .

. . . a−2 a−1 a0 . . .

. . . . . . . . . . . . . . .



.

In other words, T is a banded matrix. If an = 0, whenever |n| > r we say that T is r-diagonal.
In that case,

T =
r∑

i=−r
aiSi.

Lemma 3.2. Suppose that T ∈ B(`2(Z)) is translation invariant with constant entries ai on
the i-th diagonal and ai = 0 for |i| ≥ r. Then the Fourier transform of T is defined by

FTF∗ ∈ B(L2([0, 2π]))

is a multiplication operator multiplying with aT (q) =
∑r

j=−r aje
iqj. In particular, if S is the

shift operator then
F↑(S) = FSF∗ = e−iq

as an operator on L2([0, 2π]).

Proof. Consider for any j ∈ Z the operator T =
∑

n∈Z |n〉〈n+ j| = S−j. Then for q ∈ [0, 2π] it
holds for any φ ∈ L2([0, 2π]) that

(FTF∗φ)(q) =
1√
2π

∑

x∈Z
e−iqx(TF∗φ)(x) =

1√
2π

∑

x∈Z
e−iqx(F∗φ)(x+ j) (9)

=
1√
2π

∑

x∈Z
e−iqx

1√
2π

∫

[0,2π]

eiq
′(x+j)φ(q′)dq′ (10)

= eiqjφ(q), (11)

where we used Plancherel’s Theorem in the last step. Now, by linearity if

T =
r∑

j=−r
aj
∑

n∈Z
|n〉〈n+ j|,
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it holds that

(FTF∗φ)(q) =

(
r∑

j=−r
aje

iqj

)
φ(q).

The curve aT (k) =
∑r

j=−r aje
iqj can also be viewed as a function from the unit circle

defining z = eiq, then aT (z) =
∑r

j=−r ajz
j we denote this curve the symbol curve. Since

the Fourier transformation is unitary and using that the essential spectrum is the part of the
spectrum that is not isolated eigenvalues with finite multiplicity [54, IV.5.33] we obtain the
following corollary.

Corollary 3.3. For any Laurent operator T ∈ B(`2(Z)) it holds that

σ(T ) = {aT (z) | z ∈ T} = σess(T ).

Furthermore, as explained in [55, Theorem 1.2] if 0 6∈ σ(T ) then the inverse of T is unitarily
equivalent to a multiplication with the inverse symbol

aT−1(z) = a−1
T (z) =

1

aT (z)
.

In concrete applications, we consider tridiagonal matrices T (q) and therefore, we review
some results about tridiagonal Laurent operators and their invertibility in Appendix A.7. If
T (q) is tridiagonal we let α, β, γ : [0, 2π] → C be the entries of T (q). Thus, the symbol curve
is given by the image of T under the map a defined by

a(z) = αz−1 + β + γz.

In the tridiagonal case, the symbol curve is a (possibly degenerate) ellipse.

3.2 From translation-invariance to a direct integral decomposition

We now show how we can use translation-invariance to get a direct integral decomposition in
the case where we consider L ∈ B(HS(`2(Z))).

To vectorize we will need the tensor product of Hilbert spaces. Thus, we define `2(Z)⊗`2(Z)
to be the set of all formal symbols v⊗w where v, w ∈ `2(Z) with inner product 〈v1⊗w1, v2⊗w2〉 =
〈v1, v2〉〈w1, w2〉 and taking closure with respect to that inner product. In that way there is an
isomorphism `2(Z)⊗`2(Z)→ `2(Z2) given by |i〉⊗|j〉 → |i, j〉 and extending by linearity. While
we attempt at making many of the other isomorphisms explicit we will regard `2(Z)⊗ `2(Z) as
the same space as `2(Z2) with this isomorphism in mind.

6. Spectra of Generators of Markovian Evolution
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3.2.1 Vectorization of the space of Hilbert-Schmidt operators

Vectorization is a formalization of the idea of thinking of matrices as vectors. The space of
Hilbert-Schmidt operators is particularly amenable to vectorization. To formalize this we follow
([56, 57, (4.88)]) and define vec : HS(`2(Z))→ `2(Z)⊗ `2(Z) by extending linearly

vec(|i〉〈j|) = |i〉 ⊗ |j〉.

Lemma 3.4. The map vec : HS(`2(Z))→ `2(Z2) is a isometric isomorphism.

Proof. If A ∈ HS(`2(Z)) = S2(`2(Z)) is an operator then the 2-norm of A is given by ‖A‖2
S2 =∑

i,j∈Z |Ai,j|
2 where Ai,j = 〈i|, A|j〉 is the matrix elements of A. Thus, ‖A‖S2 = ‖{Ai,j}i,j∈Z‖2

where ‖·‖2 is the norm on `2(Z2).

The vectorized form of a Hilbert-Schmidt operator A =
∑

i,j∈Z Ai,j|i〉〈j| is given by

vec(A) =
∑

i,j∈Z
Ai,j|i〉 ⊗ |j〉.

3.2.2 Explicit vectorization of the Lindbladian

The vectorization of a product is given by

vec(ABC) = A⊗ CT vec(B) (12)

analogous to [57, (4.84)]1, where CT is the transpose of C. It follows that (with some more
details, with a slightly different convention, given in [57])

vec(L(ρ)) =

(
−i(H ⊗ 11) + i(11⊗HT ) +G

∑

k

Lk ⊗ (L∗k)
T − 1

2
L∗kLk ⊗ 11− 1

2
11⊗ (L∗kLk)

T

)
vec(ρ)

(13)

Recall the definition of the lifted isomorphism vec↑ : B(HS(H)) → B(`2(Z) ⊗ `2(Z)) from
(6) and the definition of Heff from (3). The next lemma follows from (13).

Lemma 3.5. The vectorization of the Lindbladian is given by

vec↑(L) =

(
−i(H ⊗ 11) + i(11⊗HT ) +G

∑

k

Lk ⊗ (L∗k)
T − 1

2
L∗kLk ⊗ 11− 1

2
11⊗ (L∗kLk)

T

)

(14)

= −iHeff ⊗ 11 + i11⊗Heff +G
∑

k

Lk ⊗ Lk. (15)

1We make a with a slight change of notation. The vectorization map in [57, (4.84)] is defined as |i〉〈j| →
|j〉 ⊗ |i〉.
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Notice that the shift S1ρS
∗
1 from (4) corresponds to the shift (x, y) 7→ (x+1, y+1) on l2(Z2).

That L is translation-covariant means that it is covariant under these joint translations. Thus,
since we only have translation invariance in one coordinate direction we can only hope to utilize
it with a Fourier transform in one of the two variables. One may also think of this as relative
and absolute position with respect to the diagonal. This change of coordinates was suggested
in [58] and it was also used in [9].

Thereby we should be able to decompose the superoperator L (which if we consider L as
an operator on Hilbert–Schmidt operators can be viewed as an operator on `2(Z2)) into q-
dependent operators on `2(Z), where q is the Fourier variable. This is formalized using the
direct integral, that we introduce since it is important to us both for the main theorem and its
applications. More information, for example on the details of measurability, can be obtained
in [59, XII.16].

3.2.3 The direct integral of Hilbert spaces

In the following, suppose that {Hq}q∈I is a family of Hilbert spaces indexed by some index set
I (in the following I = [0, 2π]). The direct integral of Hilbert spaces over an index set I is the
set of families of vectors in each of the Hilbert spaces, it is written by

∫ ⊕
I
Hqdq and it consists

of equivalence classes up to sets of measure 0 of vectors v such that vq ∈ Hq for each q ∈ I.

The space
∫ ⊕
I
Hqdq is again a Hilbert space with inner product given by

〈v, w〉∫⊕
I Hqdq

=

∫

I

〈vq, wq〉Hq dq.

Now, if A(q) is a bounded operator on Hq for each q and the family q 7→ A(q) is measurable

then we can define the integral operator A =
∫ ⊕
I

A(q)dq. Naturally, it acts as
∫ ⊕
I

A(q)dqv =∫ ⊕
I

A(q)v(q)dq. If for an operator A on
∫ ⊕
I
Hqdq the converse is true, i.e. there exists a

measurable family of operators {A(q)}q∈I such that A =
∫ ⊕
I

A(q)dq then we say that A is
decomposable. The norm of a decomposable operator is given as

‖A‖ = esssup
q∈I

‖A(q)‖. (16)

With these definitions at hand, we see that an equivalent way of interpreting
∫ ⊕
I
Hqdq is as the

space of l2(Z) valued L2-functions from [0, 2π], which we write as L2 ([0, 2π], `2(Z)).
More formally, we introduce L2 ([0, 2π], `2(Z)) as the space of (equivalence classes of) func-

tions f : [0, 2π]→ `2(Z) such that
∫

[0,2π]
‖f(q)‖2

2dq <∞. The inner product on L2 ([0, 2π], `2(Z))

given by

〈f, g〉L2([0,2π],`2(Z)) =

∫

[0,2π]

〈f(q), g(q)〉`2(Z)dq

and using this inner product the space becomes a Hilbert space. This space is relevant to us
because the map I : L2([0, 2π]) ⊗ `2(Z) → L2 ([0, 2π], `2(Z)) defined by I(g ⊗ ψ) = ψg where
ψg(q) = g(q)ψ for any q ∈ [0, 2π], g ∈ L2 ([0, 2π]) , ψ ∈ `2(Z) is an isometric isomorphism.
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3.2.4 From Hilbert-Schmidt operators to direct integrals

Before continuing we introduce the unitary operator C : `2(Z)⊗ `2(Z) by

C|j, k〉 = |j, k − j〉.

Since f : Z2 → Z2 given by f(j, k) = (j, k − j) is a bijection, C maps an orthonormal basis to
an orthonormal basis so it is unitary (and hence an isometric isomorphism) and its inverse is
given by

C∗|j, k〉 = C−1|j, k〉 = |j, k + j〉.
The following lemma shows that conjugation by the operator C transforms an operator with
joint translation invariance to an operator with translation invariance in the first tensor factor
and it will be useful for us. We were made aware of this trick in [58].

Lemma 3.6. The unitary operator C satisfies the following relations

(i) C(11⊗ S)C∗ = 11⊗ S

(ii) C(S ⊗ 11)C∗ = S ⊗ S∗

(iii) C(S ⊗ S)C∗ = S ⊗ 11.

Proof. We prove this by straightforward computation. For any k, j ∈ Z it holds that

C(11⊗ S)C∗|j, k〉 = C(11⊗ S)|j, k + j〉 = C|j, k + j + 1〉 = |j, k + 1〉 = (11⊗ S)|j, k〉

and so (i) follows. Similarly,

C(S ⊗ 11)C∗|j, k〉 = C(S ⊗ 11)|j, k + j〉 = C|j + 1, k + j〉 = |j + 1, k − 1〉 = S ⊗ S∗|j, k〉.

The third relation follows from multiplying the previous two.

For ease of notation we define F1 = F ⊗ 11 the Fourier transform in the first coordinate.
Notice that by Lemma 3.2

F1

(∑

k∈Z
Sk|a〉〈b|S∗k ⊗ |a′〉〈b′|

)
F∗1 = FSa−b F∗ ⊗ |a′〉〈b′| = e−iq(a−b)|a′〉〈b′|. (17)

The following central lemma sums up the isomorphisms discussed in this subsection and it
is the particular decomposition of a Hilbert space as a direct integral that we are going to use.

Lemma 3.7. The maps vec,F1, I implement the following isometric isomorphisms of Hilbert
spaces

HS(`2(Z))
vec∼= `2(Z)⊗ `2(Z)

F1∼= L2([0, 2π])⊗ `2(Z)
I∼= L2

(
[0, 2π], `2(Z)

)
=

∫ ⊕

[0,2π]

`2(Z)qdq. (18)
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As the operator C : `2(Z) ⊗ `2(Z) → `2(Z) ⊗ `2(Z) was an isometric isomorphism that
means that also the map J : HS(`2(Z))→

∫ ⊕
[0,2π]

`2(Z)qdq defined by

J = I ◦ F1 ◦ C ◦ vec (19)

is an isometric isomorphism. As we will see, the lifted J ↑, corresponding to conjugation by
J will help us obtain the representation of L on which the remaining results of this paper are
based.

3.3 The direct integral decomposition

Let us state and prove our main result.

Theorem 3.8. Suppose that L is of the form (1) with Lindblad operators Lk satisfying assump-
tion A2a),A2b). Then if we let J : HS(`2(Z)) →

∫ ⊕
[0,2π]

`2(Z)qdq be the isometric isomorphism

defined in (19) it holds that

J ↑(L) =

∫ ⊕

[0,2π]

T (q) + F (q)dq,

with T (q) a bi-infinite r-diagonal Laurent operator and F (q) a finite rank operator with finite
range for each q ∈ [0, 2π]. If Heff = H − iG

2

∑
k L
∗
kLk =

∑r
l=−r hlSl then

T (q) = −i
r∑

l=−r
hle

iqlS∗l + i

r∑

l=−r
hlSl.

Moreover, in the case L0 = |φ〉〈ψ| is rank-one with coefficients |φ〉 =
∑

r αr|r〉 and |ψ〉 =∑
r βr|r〉 then

F (q) = G

(∑

r1,r2

αr1e
iqr1 αr2 |r2 − r1〉

)
∑

r′1,r
′
2

βr′1e
−iqr′1 βr′2〈r

′
2 − r′1|


 .

so in particular F (q) is rank-one.

Proof. We have to consider

J ↑(L) = (I ◦ F1 ◦ C ◦ vec)↑(L) = I↑F↑1C↑vec↑(L),

where the notation was introduced in (6) and we use (7). Thus, we start by considering the
vectorization of the Lindbladian, using Lemma 3.5 we see that

vec↑(L) = −iHeff ⊗ 11 + i11⊗Heff +G
∑

k∈Z
Lk ⊗ Lk.

6. Spectra of Generators of Markovian Evolution

250



We now deal with the three terms separately. For the first term we use Lemma 3.6 ii) and
Lemma 3.2 to obtain

F↑1
(
C↑(Heff ⊗ 11)

)
=

r∑

l=−r
hlF↑1

(
C↑(Sl ⊗ 11)

)
=

r∑

l=−r
hl(F ⊗ 11)↑(Sl ⊗ S∗l ) =

r∑

l=−r
hle
−iql ⊗ S∗l

where we abused notation slightly in denoting the function q 7→ e−iql by e−iql. Thereby,

(I ◦ (F ⊗ 11) ◦ C)↑(Heff ⊗ 11) =
r∑

l=−r
hle
−iqlS∗l .

Similarly, for the second term we use Lemma 3.6 i) and Lemma 3.2 to obtain

F↑1
(
C↑(11⊗Heff)

)
=

r∑

l=−r
hlF↑1

(
C↑(11⊗ Sl)

)
=

r∑

l=−r
hlF↑1 (11⊗ Sl) =

r∑

l=−r
hl1⊗ Sl,

where 1 ∈ L2([0, 2π]) is the constant function 1. We conclude that

I↑
(
F↑1
(
C↑(Heff ⊗ 11)

) )
=

r∑

l=−r
hlSl.

Finally, for the quantum jump terms we do something slightly different. Notice first that

C↑
(∑

k∈Z
Lk ⊗ Lk

)
= C↑

(∑

k∈Z
SkL0S

∗
k ⊗ SkL0S

∗
k

)

= C
∑

k∈Z
(Sk ⊗ Sk)(L0 ⊗ L0)(S∗k ⊗ S∗k)C∗

=
∑

k∈Z
C(Sk ⊗ Sk)C∗C(L0 ⊗ L0)C∗C(S∗k ⊗ S∗k)C∗

=
∑

k∈Z
(Sk ⊗ 11)C(L0 ⊗ L0)C∗(S∗k ⊗ 11),

where we used Lemma 3.6 iii).
Since the operator C(L0⊗L0)C∗ is local around |0〉⊗|0〉〈0|⊗〈0| then the Fourier transform

in the first coordinate is a local operator (q-dependent matrix) by the computation in (17).
To see the explicit form in the rank-one case, we first write

L0 ⊗ L0 =

(∑

r1,r2

αr1 αr2|r1, r2〉
)
∑

r′1,r
′
2

βr′1 β
′
r2
〈r′1, r′2|


 .

Thus,

C
∑

r1,r2

αr1 αr2|r1, r2〉
∑

r′1,r
′
2

βr′1 β
′
r2
〈r′1, r′2|C∗ =

∑

r1,r2

αr1 αr2 |r1, r2 − r1〉
∑

r′1,r
′
2

βr′1 β
′
r2
〈r′1, r′2 − r′1|.
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Now, using the relation (17) yields that

F (q) =

(∑

r1,r2

αr1e
iqr1 αr2 |r2 − r1〉

)
∑

r′1,r
′
2

βr′1e
−iqr′1 βr′2〈r

′
2 − r′1|


 .

By reading off coefficients we obtain the following Corollary.

Corollary 3.9. Suppose that L∆(ρ) = −i[∆̃, ρ] corresponding to Hamiltonian evolution with
the discrete Laplacian. Then

J ↑(L∆) = (1− e−iq)S + (1− eiq)S∗.

3.4 Spectrum of direct integral of operators

In the case of a self-adjoint, translation-invariant operator A the spectrum of A coincides with
the union of the spectra of the operators contained in the direct integral representation of A
after the Fourier-transform [59, XIII.85]. However, in our case, due to the non-normality of L,
the information about the pointwise spectrum of T (q)+F (q) may not be sufficient to determine
the spectrum of L. In fact, already for the case of the direct sum (direct integral with respect
to the counting measure), the spectrum is not the union of the spectra of the fibers as may be
seen from the following example.

Example 3.10 ([60, Problem 98]). Let H =
⊕

n≥2 Cn and A =
⊕

n≥2An with

A2 =

(
0 1
0 0

)
, A3 =




0 1 0
0 0 1
0 0 0


 , . . . .

then 1 ∈ σ(A), but σ(An) = 0 for all n ≥ 2.

Instead, the correct concept to recover such a connection between the operator N and the
operators forming its direct integral decomposition turns out to be the pseudospectrum, which
where the resolvent has large norm. More precisely, for a bounded operator B ∈ B(X) for
a Banach space X, we define the ε-pseudospectrum of B as the set σε(B) ⊂ C for which
‖(B − λ)−1‖ ≥ 1

ε
, where we set ‖B−1‖ =∞ whenever B is not invertible. It is easy to see that

σ(B) ⊂ σε(B) as well as

σ(B) =
⋂

ε>0

σε(B). (20)

It is instructive to see the desired connection in the case of a direct-sum operator before
turning to the direct integral. The following is a slight reformulation of [20, Theorem 5].

6. Spectra of Generators of Markovian Evolution
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Lemma 3.11 ([20, Theorem 5]). Suppose that H = ⊕n∈NHn where each Hn is a separable
Hilbert space. Let An ∈ B(Hn) for each n ∈ N and A = ⊕n∈NAn be a bounded operator on H.
Then for all ε > 0 it holds that

σε(A) =
⋃

n∈N
σε(An) and σ(A) =

⋂

ε>0

⋃

n∈N
σε(An).

Proof. Let first λ ∈ ∪n∈Nσε(An), then there exists an n0 ∈ N such that ‖(An0 − λ)−1‖ ≥ 1
ε

.
Thus, supn∈N ‖(An − λ)−1‖ ≥ 1

ε
and hence λ ∈ σε(A).

For the converse inclusion, we use contraposition. So suppose that λ 6∈ ∪n∈Nσε(An). Then
for all n ∈ N it holds that ‖(An − λ)−1‖ ≤ 1

ε
. Thus, supn∈N ‖(An − λ)−1‖ ≤ 1

ε
. It follows that

⊕n∈N(An − λ)−1 is a well-defined bounded operator. Since
(⊕

n∈N
(An − λ)−1

)
(A− λ) =

⊕

n∈N
(An − λ)−1(An − λ) = 11,

we see that (A − λ) is invertible. As ‖ (A− λ)−1‖ ≤ 1
ε

then λ 6∈ σε(A). The second relation
follows by (20).

To state the analogue of Lemma 3.11 for the direct integral, we first need to the define the
essential union with respect to the Lebesgue measure on some interval (the following also holds
for other measures, but we consider the Lebesgue measure for clarity). If Mq is a family of
measurable sets we say that x ∈ ⋃ess

q∈IMq if and only if there exists a set M of positive measure
such that M ⊂ {q | x ∈ Mq}. The following proof is an extension of the proof techniques just
employed and reduces to the case of Lemma 3.11 in the case of the counting measure. For
more information on direct integrals and their spectral theory see [61, 62]. A related theorem
is proven in the self-adjoint case in [59, XIII.85] and spectra and direct integrals were also
studied in [63].

Theorem 3.12. Let I ⊂ R be an interval and H =
∫ ⊕
I
Hqdq for some family of separable

Hilbert spaces {Hq}q∈I . Suppose that {A(q)}q∈I is a measurable family of bounded operators

A(q) on Hq and that A =
∫ ⊕
I
A(q)dq ∈ B(H). Then for all ε > 0 it holds that

σ(A) ⊂
ess⋃

q∈I
σε(A(q)).

Moreover,

σ(A) =
⋂

ε>0

(
ess⋃

q∈I
σε(A(q))

)
.

Proof. We do the proof again by contraposition. So suppose that λ 6∈ ⋃ess
q∈I σε(A(q)). Then

∥∥(A(q)− λ)−1
∥∥
Hq ≤

1

ε
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for almost all q ∈ I. Thus, esssupq∈I ‖(A(q)− λ)−1‖Hq ≤ 1
ε
. It follows that

∫ ⊕
I

(A(q)− λ)−1dq
is a well defined bounded operator. Accordingly, considering

(∫ ⊕

I

(A(q)− λ)−1

)
dq(A− λ) =

∫ ⊕

I

(A(q)− λ)−1(A(q)− λ)dq = 11 ,

we see that (A− λ) is invertible. Thus λ 6∈ σ(A).
To see the converse inclusion, suppose that λ ∈ ⋂ε>0

⋃ess
q∈I σε(A(q)). Thus, for each n ∈ N

there exists a set In such that |In| > 0 with ‖(A(q)− λ)−1‖Hq ≥ n for all q ∈ In. Now, our
goal is to construct a vector in the direct integral of the Hilbert spaces out of this family of
vectors which has large norm after application of the resolvent. For each q ∈ In and n ∈ N
there exists a vq,n ∈ Hq with ‖vq,n‖Hq = 1 and such that ‖(A(q)− λ)−1 vq,n‖Hq ≥

n
2
. Now,

defining wn =
∫ ⊕

[0,2π]
vq,n 11q∈Indq

2 then

‖wn‖2 =

∫

[0,2π]

‖vq,n 11q∈In‖2
Hqdq =

∫

In

1dq = |In|.

Furthermore, it holds that

∥∥∥∥
∫ ⊕

[0,2π]

(A(q)− λ)−1 dq wn

∥∥∥∥
2

=

∥∥∥∥
∫ ⊕

[0,2π]

(A(q)− λ)−1vq,n 11q∈Indq

∥∥∥∥
2

=

∫

In

∥∥ (A(q)− λ)−1vq,n
∥∥2

Hqdq ≥
∫

In

(n
2

)2

dq = |In|
(n

2

)2

.

So we conclude that
∥∥∥
∫ ⊕

[0,2π]
(A(q)− λ)−1dq

∥∥∥ ≥ n
2
. This means that

∫ ⊕
[0,2π]

(A(q) − λ)−1 dq is

not bounded. By [62, Lemma 1.3] we have that if A − λ =
(∫ ⊕

I
(A(q)− λ)

)
dq is invertible

then the inverse is given by (A− λ)−1 =
(∫ ⊕

I
E(q)

)
dq where E(q) = (A(q)− λ)−1 for almost

all q. Thus, we can conclude that then this inverse would also not be bounded and hence A−λ
is not invertible and it holds that λ ∈ σ(A).

3.5 Spectrum of non-Hermitian Evolution and of the full Lindbla-
dian

We now gradually move from the abstract operator-theoretic picture to the concrete cases of
non-Hermitian and Markovian Evolution. With Theorem 3.12 in mind, we need to determine
the essential union of the pseudo-spectra. One way to do that is using some continuity in q in
the pseudospectra of T (q). The continuity is reminiscent of a theorem for self-adjoint operators

2One may worry whether there is a measurable choice of q 7→ vq,n. This concern we address in Appendix
A.3.
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which also finds the spectrum of the direct integral in terms of its fibers [64]. We prove it using
resolvent estimates in the Appendix A.4. A very recent related result that, in some sense, is in
between the generality of Theorem 3.12 and Theorem 3.13 appeared in [65].

In the following, we say that a family of operators {B(q)}q∈I is norm continuous if the
function q 7→ ‖B(q)‖ is continuous. From Theorem 3.8 it is clear that our assumptions im-
ply this continuity since the operators T (q) and F (q) are respectively 2r-diagonal and finite
range with coefficients that polynomials in {eiq, e−iq} and hence continuous functions in q (for
completeness we write this out in Lemma A.10).

Theorem 3.13. Let I ⊂ R be a compact and suppose that {A(q)}q∈I is norm continuous. Then

⋃

q∈I
σ(A(q)) = σ

(∫ ⊕

I

A(q)dq

)
.

We give the proof in Appendix A.4. We emphasize that the statement of Theorem 3.13 may
look innocent, but it in some sense a statement of continuity of the pseudospectrum. Indeed,
the spectrum q 7→ σ(A(q)) may be very discontinuous even when q 7→ ‖A(q)‖ is continuous (see
e.g. [66, Example 4.1]), but q 7→ σε(A(q)) will be continuous for every ε > 0. So when the norm
of the (A(q)−λ)−1 blows up for one q the pseudospectrum of qs in the neighbourhood can feel it
and λ ends up in the essential union. The compactness of I ensures that if ‖(A(qn)− λ)−1‖ → ∞
for some {qn}n∈N ⊂ I then the sequence has a subsequentially limit q0, and we can then prove
that λ is part the spectrum of Aq0 .

As mentioned, we can use the Theorem 3.13 directly on our direct integral decomposition
from Theorem 3.8 to obtain the following corollary.

Corollary 3.14. Let L ∈ B(HS(H)) be a Lindbladian of the form (1) satisfying assumption
A2a) and A2b) and let T (q) and F (q) be as in Theorem 3.8. Then

σ(L) =
⋃

q∈[0,2π]

σ(T (q) + F (q)). (21)

Furthermore, for the non-Hermitian evolution T =
∫ ⊕

[0,2π]
T (q)dq it holds that

σ(T ) =
⋃

q∈[0,2π]

σ(T (q)), and σ(T ) ⊂ σ(L).

Proof. The first two identities follow directly from Theorem 3.8, Theorem 3.13. So we only
prove the last inclusion. Now, since by Theorem 3.8 we know that F (q) is finite rank for each
q and as the essential spectrum of an operator is invariant under finite rank perturbations [54,
IV.5.35]

σ(T (q)) = σess(T (q)) = σess(T (q) + F (q)) ⊂ σ(T (q) + F (q)) ⊂ σ(L),

where we also used that T (q) is translation-invariant, which implies that it only has essential
spectrum, see Corollary 3.3. Since these inclusions are true for each q ∈ [0, 2π] we obtain the
inclusion.
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Now, for our applications in the next section, we assume that each Lk is rank-one, so it
follows from Theorem 3.8 that F (q) = |ΓL(q)〉〈ΓR(q)| is also rank one. In that case, we can
strengthen Theorem 3.13 even further.

Corollary 3.15. Let L ∈ B(HS(H)) be a Lindbladian of the form (1) satisfying assumption
A2a) and A2b) and let T (q) and F (q) be as in Theorem 3.8. Assume further that F (q) =
|ΓL(q)〉〈ΓR(q)| is rank-one. Then

σ(L) =
⋃

q∈[0,2π]

σ(T (q)) ∪
{
λ ∈ C | 〈ΓR(q)|(T (q)− λ)−1|ΓL(q)〉 = −1

}
. (22)

Proof. By the decomposition in Theorem 3.13 it suffices to prove that

σ(T (q) + F (q)) = σ(T (q)) ∪
{
λ ∈ C | 〈ΓR(q)|(T (q)− λ)−1|ΓL(q)〉 = −1

}

for each q ∈ [0, 2π]. This is known as rank-one update. For completeness, we give a proof in
Appendix A.5.

3.6 Direct sum decomposition for finite systems with periodic bound-
ary conditions

Before we continue, let us remark that the decomposition also works in finite volume with peri-
odic boundary conditions. For simplicity we let {1, . . . , n} = [n] and Tn =

{
2πk
n
| k = 1, . . . n

}
.

We consider the Hilbert space Hn = `2([n]) = span{ |j〉, j = 0 . . . n − 1}. We consider the
shift

S(n) |j〉 = |j + 1 (mod n)〉, (23)

which is a unitary on Hn and satisfies

(S(n))n = 11. (24)

We say that an n× n matrix Cper
n is circulant if it is of the form

Cper
n =




a0 an−1 · · · a2 a1

a1 a0 an−1 a2
... a1 a0

. . .
...

an−2
. . . . . . an−1

an−1 an−2 · · · a1 a0



.
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some times we will denote the matrix Cper
n [a0, a1, . . . , an]. Similarly, to the infinite-dimensional

case, we define the symbol curve by

aCper
n

(z) =
n∑

i=0

aiz
i (25)

for z ∈ T (the unit circle).
We can still make sense of vectorization in the sense that the map vec(n) : HS(`2([n])) →

`2([n])⊗ `2([n]) and it has similar properties as in Lemma 3.5.

3.6.1 Discrete Fourier transform

We let ωn = e
2πi
n be the n’th root of unity. Following [66] the discrete Fourier transform on

Hn is the matrix

F (n) =
1√
n




1 1 · · · 1 1
1 ωn ω2

n ωn−1
n

... ω2
n ω4

n
. . .

...

1
. . . . . . ω

(n−2)(n−1)
n

1 ωn−1
n · · · ω

(n−1)(n−2)
n ω

(n−1)(n−1)
n



, (26)

which is unitary. It simultaneously diagonalises all circulant matrices.

Proposition 3.16. Let Cper
n [a0, a1, . . . , an] be a circulant matrix. Then the operator

D = F (n)Cper
n F (n)∗

is diagonal with {aCper
n

(z), z ∈ Tn} on the diagonals.

3.6.2 The map C(n)

Similarly as before we define C(n) : `2 ([n]) ⊗ `2 ([n]) → `2 ([n]) ⊗ `2 ([n]) by

C(n)|j〉 |k〉 = |j〉|k − j (mod n)〉.
Again, since f : [n] → [n] given by f(j, k) = (j, k − j (mod n)) is a bijection, C(n) maps an

orthonormal basis to an orthonormal basis so it is unitary (and hence an isometric isomorphism)
and its inverse is given by

(C(n))∗|j, k〉 = (C(n))−1|j, k〉 = |j, k + j (mod n)〉.
The finite-dimensional analogue of Lemma 3.6 follows with the same proof.

Lemma 3.17. The operator (C(n))↑ satisfies the following relations

(i) (C(n))↑ (11⊗ S(n)) = 11⊗ S(n)

(ii) (C(n))↑ (S(n) ⊗ 11) = S(n) ⊗ (S(n))∗

(iii) (C(n))↑ (S(n) ⊗ S(n)) = S(n) ⊗ 11.
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3.6.3 Periodic boundary conditions

Suppose that H is an infinite (self-adjoint) banded matrix with range r, in other words, an
r-diagonal Laurent operator with h−r, h−r+1, . . . , hr−1, hr on the diagonals. Let n ≥ 2r then we
can define the n dimensional version of H with periodic boundary conditions as

Hper
n = Cper

n [h−r, h−r+1, . . . , hr−1, hr].

For the Lindblad terms suppose that we start with one Lindblad operator L0 with range at
most r. This operator, even though it strictly speaking is infinite-dimensional, we can view
as a n × n matrix (where we pad with zeros appropriately). Then define for every k ∈ Z the
operator

Lk = (S(n))k L0(S(n)∗)k

and notice that Lk = Lk (mod n) by (24). Now, given the values [h−r, h−r+1, . . . , hr−1, hr] and L0

we define Lper
n : HS (`2 ([n]))→ HS (`2 ([n])) by

Lper
n (ρ) = −i[Hper

n , ρ] +G
∑

k∈[n]

LkρL
∗
k −

1

2
{L∗kLk, ρ}. (27)

3.6.4 The full isometric isomorphism

Define F (n)
1 = F (n) ⊗ 11 to be the discrete Fourier transform in the first coordinate and we

also need to define a map I(n) : Cn ⊗ V → ⊕n−1
i=0 V i where each V i is a copy of V and I(n) is

defined by
I(n)(|i〉 ⊗ |v〉) = 0⊕ · · · ⊕ 0︸ ︷︷ ︸

i−1

⊕v ⊕ 0⊕ · · · ⊕ 0.

In other words, I(n) maps |i〉 ⊗ |v〉 to a v in the i’th direct summand. If V is a Hilbert space
then I(n) is an isometric isomorphism. Then, similarly to the decomposition above we get that

HS
(
`2 ([n])

) vec(n)∼= `2 ([n]) ⊗ `2 ([n])
F(n)

1∼= L2 (Tn)⊗ `2([n])
I(n)∼=

⊕

q∈Tn
`2
q([n]).

We now use the map J (n) : HS (`2 ([n]) )→⊕
q∈Tn `

2
q([n]) defined by

J (n) = I(n) ◦ F (n)
1 ◦ C(n) ◦ vec(n) (28)

Mimicking the proof of Theorem 3.8 we obtain.

Theorem 3.18. Suppose that n ≥ 2r and Lper
n is of the form (27). Then with J (n) defined in

(28)

J (n)↑(L) =
⊕

q∈Tn
(T per

n (q) + Fn(q)) ,

with T per
n (q) an r-diagonal circulant n × n matrix and Fn(q) a finite rank operator with finite

range (uniformly in n).
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If Heff = Hper
n − iG

2

∑
k∈[n] L

∗
kLk =

∑r
l=−r hl(S

(n))l then

T per
n (q) = −i

r∑

l=−r
hle

iql(S(n)∗)l + i

r∑

l=−r
hl(S

(n))l.

Moreover, in the case L0 = |φ〉〈ψ| is rank-one with coefficients |φ〉 =
∑

r αr|r〉 and |ψ〉 =∑
r βr|r〉 then

Fn(q) = G

(∑

r1,r2

αr1e
iqr1 αr2 |r2 − r1〉

)
∑

r′1,r
′
2

βr′1e
−iqr′1 βr′2〈r

′
2 − r′1|


 .

so in particular Fn(q) is rank-one.

3.7 Spectral consequences for finite dimensional systems

It follows directly from Theorem 3.18 that

σ (Lper
n ) = σ

(⊕

q∈Tn
(T per

n (q) + Fn(q))

)
=
⋃

q∈Tn
σ (T per

n (q) + Fn(q)) (29)

This formula motivates our interest in the set σ (T per
n (q) + Fn(q)) , which was the object of

study in [66]. We will specialise on the case where Fn(q) = |ΓL(q)〉〈ΓR(q)|. In that case, we
get the following weaker form of the corresponding infinite-dimensional lemma (Cor. 3.15, see
the corresponding statement, which is given in the proof in Appendix A.5). The interpretation
of the lemma that curve in the additional spectrum (see Figure 6 for a plot of the curve) gets
well approximated by the finite-dimensional periodic system, but we do not get as detailed
information as in the infinite volume case in Cor. 3.15.

Lemma 3.19. Suppose that Fn(q) = |ΓL〉〈ΓR| has rank one.
Let Sn = {λ ∈ C | 〈ΓR|(T per

n − λ)−1|ΓL〉 = −1} . Then

Sn\σ(T per
n ) ⊂ σ (T per

n + Fn) ⊂ σ(T per
n ) ∪ Sn.

Proof. Similar what we do in Appendix A.5, but without using essentiality we do not get
equality.

Lemma 3.19 motivates spending efforts finding the matrix elements of tridiagonal circulant
matrices that are relevant to our motivating examples. Let the entries of the three main
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diagonals be α, β, γ. To find the specific form of the inverse circulant it turns out that the
solutions λ1, λ2 to the quadratic equation

α + βz + γz2 = 0 (30)

and knowledge of whether the two solutions satisfy |λ1| < 1 < |λ2| is important. In Appendix
A.7 we return to the equation and the question, which we settle for some of our relevant example
of Lindblad operators.

Let us also notice that the inverse of an invertible circulant Cn (where we omit the per) is
given by

C−1
n = FnD−1F∗n,

where D is the diagonal matrix from Proposition 3.16. So using (26) the matrix elements of
C−1
n are given by (cf. [66])

〈j|, C−1
n |k〉 =

1

n

n−1∑

l=0

ω̄
l(j−1)
n ω

l(k−1)
n

aper
Cn

(ωln)
.

With a tedious calculation, we obtain the following, which may be a calculation of some
independent interest. To state it more concisely, let [a]n be the representative between 0 and
n− 1 of a.

Lemma 3.20. Let n be prime and suppose that Cn is an n × n circulant with α, β, γ on the
three main diagonals such that γ 6= 0. Suppose that λ1 and λ2 are solutions to (30) such that
|λ2| < 1 < |λ1|. Then

〈j|, C−1
n |k〉 =

1

γ(λ1 − λ2)

(
1

1− λ−n1

(
11[j 6= k]

(
1

λ1

)[j−k]n

+ 11[j = k]
1

λn1

)
+

1

1− λn2
λ

[k−j]n
2

)
.

In particular, our matrix element of particular interest can be found by the following formula

〈0|, C−1
n |0〉 =

1

γ(λ1 − λ2)

(
1

λn1 − 1
+

1

1− λn2

)
. (31)

Proof. Consider first the symbol curve with its corresponding polynomial that has roots λ1

and λ2

aCn(z) = z−1α + β + γz = γz−1 (λ1 − z)(λ2 − z).

Then

1

aper
Cn

(z)
=
z

γ

1

λ1 − λ2

(
1

z − λ1

− 1

z − λ2

)
=

1

γ(λ1 − λ2)

( ∞∑

n=1

(
z

λ1

)n
+
∞∑

n=0

(
λ2

z

)n )
.
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This means that we have to consider
∑∞

r=1

(
ωln
λ1

)r
if n is prime then the set {ωlrn | r ∈ [n]}

has n elements, it is a full cycle, and thus

∞∑

r=1

(
ωln
λ1

)r
=

n∑

r=1

ωlrn
λr1

∞∑

j=0

(
1

λn1

)j
=

n∑

r=1

ωlrn
λr1

1

1− λ−n1

=
1

1− λ−n1

ωln
λ1

n−1∑

r=0

(
ωln
λ1

)r
.

Similarly,

∞∑

r=0

(
ω−ln λ2

)r
=

n−1∑

r=0

ω−lrn λr2

∞∑

j=0

(λn2 )j =
n∑

r=0

ω−lrn λr2
1

1− λn2
=

1

1− λn2

n−1∑

r=0

(
ω−ln λ2

)r
.

So,

1

aper
Cn

(ωln)
=

1

γ(λ1 − λ2)

n−1∑

r=0

1

1− λ−n1

ωln
λ1

(
ωln
λ1

)r
+

1

1− λn2
(
ω−ln λ2

)r
.

Now,

〈j|, C−1
n |k〉 =

1

n

n−1∑

l=0

ω
l(k−j)
n

a(ωln)
=

1

n

1

γ(λ1 − λ2)

n−1∑

r=0

n−1∑

l=0

(
1

1− λ−n1

ωln
λ1

(
ωln
λ1

)r
+

1

1− λn2
(
ω−ln λ2

)r
)
ωl(k−j)n .

The first term can be written as
n−1∑

r=0

1

1− λ−n1

(
1

λ1

)r
1

λ1

n−1∑

l=0

ωlnω
lr
n ω

l(k−j)
n = n

1

1− λ−n1

(
1

λ1

)[j−k−1]n 1

λ1

= n
1

1− λ−n1

(
11 [j 6= k]

(
1

λ1

)[j−k]n

+ 11[j = k]
1

λn1

)
,

where we used that
n−1∑

l=0

ωlnω
lr
n ω

l(k−j)
n =

n−1∑

l=0

ωl(1+r+k−j)
n = n11[r ≡ j − k − 1 (mod n)].

Similarly, for the second term:

n−1∑

r=0

1

1− λn2
λr2

n−1∑

l=0

ω−lrn ωl(k−j)n = n
1

1− λn2
λ

[k−j]n
2

In total, this means that

〈j|, C−1
n |k〉 =

1

γ(λ1 − λ2)

(
1

1− λ−n1

(
11[j 6= k]

(
1

λ1

)[j−k]n

+ 11[j = k]
1

λn1

)
+

1

1− λn2
λ

[k−j]n
2

)
.

As for the last formula notice that

〈0|, C−1
n |0〉 =

1

γ(λ1 − λ2)

(
1

1− λ−n1

(
1

λn1

)
+

1

1− λn2

)
=

1

γ(λ1 − λ2)

(
1

λn1 − 1
+

1

1− λn2

)
.
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3.7.1 Cathching n− 1 eigenvalues of Cper
n close to σ(T ).

For some tridiagonal Laurent operators we consider functions RT : C\σ(T )→ C defined by
RT (z) = 〈0|, (T − z)−1|0〉+ 1. It follows from [54, Theorem III-6.7] that RT is holomorphic (cf.
Lemma 4.7). We can apply Lemma 3.20 to get the following observation.

Proposition 3.21. Let T be a tridiagonal Laurent operator and let Cper
n be the corresponding

n×n circulant. Suppose that there exists exactly one z0 ∈ C\σ(T ) such that 〈0|, (T −z0)−1|0〉 =
−1, and where z0 is a simple pole of RT . Suppose that the solutions λ1, λ2 to (30) with β replaced
by β − z0 satisfy |λ2| < 1 < |λ1|. Let K be any compact subset of C\σ(T ) containing z0. Then
for sufficiently large prime n, it holds that exactly n− 1 eigenvalues of Cper

n + |0〉〈0| are outside
K and exactly one eigenvalue is inside K and it converges to z0 when n→∞ along the primes.

Proof. For every z ∈ K consider the Laurent operator with α, β − z, γ on the diagonals and
consider the solutions λ1(z), λ2(z) to (30) with β replaced by β − z. Notice that any solution
λi(z) of (30) with absolute value 1 corresponds to z ∈ σ(T ). Therefore the two solutions (which
for a suitable choice of labelling are analytic functions of z) must satisfy |λ2(z)| < 1 < |λ1(z)|
for every z ∈ K. The functions |λ1(z)|, |λ2(z)| are therefore well defined continous functions on
K, so the extreme value theorem implies that |λ1| ≥ c1 > 1 and λ2 ≤ c2 < 1 for some constants
c1, c2 > 0 uniformly on K.

Let P be the set of primes. For each n ∈ P define the function fn : K → C by

fn(z) = 〈0|, (Cn − z)−1|0〉+ 1

and define also f : K → C by

f(z) = 〈0|, (T − z)−1|0〉+ 1.

It follows from [54, Theorem III-6.7] that fn and f are all holomorphic functions. From Lemma

3.20 and Lemma A.13 we get the explicit form of the functions and it follows that fn
lcu→ f .

Suppose that {zn}n∈P ⊂ K such that fn(zn) = 0. Since K is compact take a convergent
subsequence zn → z̃. It follows from |λ1| ≥ c1 > 1 and |λ2| ≤ c2 < 1 and the formula for the
inverse (31), that

−1 =
1

γ(λ1(z̃)− λ2(z̃))
.

Since z0 was the unique solution to −1 = 〈0|, (T − z)−1|0〉, we get by Lemma A.13 that z̃ = z0.
Furthermore, if (on a subsequence) there exists z1

n 6= z2
n satisfying fn(z1

n) = 0 = fn(z2
n) for

all n ∈ P then it contradicts Hurwitz’ theorem (see Theorem 4.6), since z0 was a simple pole
of RT . So we conclude that for sufficiently large n then there is only one zn ∈ K that satisfies
fn(zn) = 0 and (since any convergent subsequence converges to z0) it holds that zn → z0. Now,
as Cper

n + Fn has n eigenvalues counted with multiplicity. Then at least n− 1 of them must be
inside k.

6. Spectra of Generators of Markovian Evolution
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With the decomposition from Theorem 3.8 in mind, one should view the previous result
as a result for fixed q. To be able to say something about the gap one would need some
uniformity of the estimate in qn → 0. Probably the exponential decay of the differences in the
matrix elements in Lemma 3.20 compared to Lemma A.13 could be key here. In that case, the
calculation could probably be made rigorous.

We also notice that these arguments with exponential decay may potentially shed light on
whether the numerical observation that many eigenvalues lie on the real axis comes from a
symmetry constraint (as argued in [26, Appendix B.9]) or that the eigenvalues in the periodic
system tend to the eigenvalues of the full Lindbladian exponentially fast (cf. Lemma 3.20).

4 General applications of the direct integral decomposi-

tion

Before continuing with the concrete applications in the next section, we discuss some more
abstract consequences of the results presented in the previous section.

4.1 Approximate point spectrum of Lindblad operators

For normal operators, the residual spectrum is always empty [41, Lemma 12.11], whereas
it might not be the case for non-normal operators. In this section, we use the results of
the previous sections to prove, under our standing assumptions, that the spectrum of L is
purely approximate point, i.e. the residual spectrum is empty. A result that we believe is of
independent interest due to the normality aspect of L that it indicates. Furthermore, one could
hope that the theorem could take part in resolving Question A.2 and Question A.6 concerning
spectral independence. For completeness, we note that covariance in the sense of (4) also
implies that the entire spectrum is essential.

Theorem 4.1. Let H = `2(Z) and consider L ∈ B(HS(H)). Under Assumptions (A2a)-
(A2c) it holds that

σappt(L) = σ(L).

Proof. We do the split up as in Theorem 3.8 as L = T + F , with T =
∫ ⊕

[0,2π]
T (q)dq and

F =
∫ ⊕

[0,2π]
F (q)dq. Then we show approximate point spectrum in several steps starting with

Laurent operators.
Step 1: Laurent operators only have approximate point spectrum. Consider a Laurent

operator T (q). The spectrum of T (q) is given by the symbol curve, which we define in Section
3.1, (cf. Theorem 3.3). The symbol curve is a curve given by a polynomial of finite degree (see
Appendix A.7) and the trace of the symbol curve must therefore equal its boundary. Hence,
since the boundary of the spectrum is approximate point spectrum by [10, Problem 1.18] it
holds that

σ(T (q)) = ∂σ(T (q)) ⊂ σappt(T (q)).
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Thus, for fixed q ∈ [0, 2π] and λ ∈ σ(T (q)) there exists a Weyl sequence {vq,n}n∈N with
‖vq,n‖ = 1 such that ‖(T (q)− λ)vq,n‖ → 0 as n→∞ (cf. Lemma A.10) .

Step 2: Direct integrals of Laurent operators only have approximate point spectrum. Let
us prove that λ ∈ σ(T ) is part of the approximate point spectrum, i.e. we construct a Weyl
sequence for T . From Corollary 3.14 it holds that σ(T ) =

⋃
q∈[0,2π]σ(T (q)), so let λ ∈ σ(T (q0)).

From Step 1 we have a Weyl sequence vn corresponding to λ for the operator T (q0). Now,
define wn =

∫ ⊕
[0,2π]

vn
√
n11[q0− 1

2n
,q0+ 1

2n
] dq. Then

‖wn‖2 =

∫

[0,2π]

‖vn‖2n11[q0− 1
2n
,q0+ 1

2n
] dq = 1.

Furthermore,

∥∥∥∥
∫ ⊕

[0,2π]

(T (q)− λ)dqwn

∥∥∥∥
2

=

∫ q0+ 1
2n

q0− 1
2n

n‖(T (q)− λ)vn‖2dq

≤
∫ q0+ 1

2n

q0− 1
2n

n (‖(T (q)− T (q0))vn‖+ ‖(T (q0)− λ)vn‖)2 dq → 0,

where we used the continuity bound that ‖(T (q)− T (q0))‖ → 0 as q → q0 (cf. Lemma A.10)
as well as ‖(T (q0)− λ)vn‖ → 0 as n→∞.

Step 3: Direct integrals of Laurent operators with finite range perturbations only have
approximate point spectrum. Assume that λ ∈ σ(L). Then we split up into cases according to
whether λ ∈ σ(T )

3a) Spectrum of the non-Hermitian evolution is approximate point: Suppose first that λ ∈
σ(T ). Then translation-invariance of T (q) means that S1T (q)S−1 = T (q). Consider a Weyl
sequence vn for T (q). Then {Savn}n∈N is also a Weyl sequence for T (q) corresponding to λ for
any a ∈ Z since

‖T (q)Savn‖ = ‖SaT (q)S−aSavn‖ = ‖SaT (q)vn‖ = ‖T (q)vn‖ → 0.

Since F (q) is finite range and vn is finite norm for every ε > 0 there exist an a ∈ Z such
that ‖F (q)Savn‖ ≤ ε. Thus, there exists a sequence an such that ‖F (q)San vn‖ ≤ 1

n
. Now,

wn = Sanvn is a Weyl sequence for T (q) + F since

‖(T (q) + F )Snvn‖ ≤ ‖T (q)vn‖+ ‖FSnvn‖ → 0.

By an argument as in Step 2, we can use continuity to conclude that this eigenvector in the
fiber gives rise to an approximate eigenvector in the direct integral.

3b) Additional spectrum from quantum jump terms is approximate point : Suppose that
λ 6∈ σ(T ) then by Corollary 3.15 there is a q such that 〈ΓR|(T (q) − λ)−1|ΓL〉 = −1. Now,
consider the matrix acting on the vector v = (T (q)− λ)−1 |ΓL〉

(T (q)− λ+ |ΓL〉〈ΓR|) (T (q)− λ)−1 |ΓL〉 = |ΓL〉 + 〈ΓR|(T (q)− λ)−1 |ΓL〉︸ ︷︷ ︸
=−1

|ΓL〉 = 0.

6. Spectra of Generators of Markovian Evolution

264



So we conclude that (T (q) + |ΓL〉〈ΓR|)v = λv which means that (T (q) − λ)−1 |ΓL〉 is an
eigenvector of (T (q) + |ΓL〉〈ΓR|) with eigenvalue λ. Again, by an argument as in Step 2, we
can use continuity to conclude that this eigenvector in the fiber gives rise to an approximate
eigenvector in the direct integral.

Theorem 4.1 shows that every point in the spectrum has a corresponding Weyl sequence.
Although Weyl sequences are not eigenfunctions they hint towards what an eigenfunction looks
like. Now, we prove that the spectrum with origin in the quantum jumps terms are approx-
imately classical, which is a notion we define as follows. We caution the reader that we only
consider L ∈ B(HS(H)) and so the Weyl sequences are also only in the Hilbert-Schmidt sense.

We say that such a Weyl sequence {ρn}n∈N ⊂ HS(H) is approximately classical if (in the
position basis {|k〉}k∈Z) it holds that there exist C, µ > 0 such that for all n sufficiently large
and x, y ∈ Z it holds that

|〈x|ρn|y〉| ≤ Ce−µ|x−y|.

Proposition 4.2. Let L satisfy the conditions of Corollary 3.15 and let T =
∫ ⊕

[0,2π]
T (q)dq

where T (q) is tridiagonal for each q ∈ [0, 2π]. Suppose that λ ∈ σ(L) /σ(T ) then there exists a
Weyl sequence for λ which is approximately classical.

Proof. By Corollary 3.15 there is a q0 such that (T (q0)− λ) is invertible and it holds that

〈ΓR|(T (q0)− λ)−1|ΓL〉 = −1.

This implies

((T (q0)− λ) + |ΓL〉 〈ΓR|)((T (q0)− λ)−1 |ΓL〉 ) = |ΓL〉+ 〈ΓR|(T (q0)− λ)−1 |ΓL〉 |ΓL〉 = 0.

So (T (q0) − λ)−1|ΓL〉 is in the kernel of ((T (q0) − λ) + |ΓL〉〈ΓR|) for fixed q0. Let N =
‖(T (q0)− λ)−1|ΓL〉 ‖. Then, as before, define for each n ∈ N the vector vn by

vn =

√
n

N

∫ ⊕

[q0− 1
2n
,q0+ 1

2n
]

(T (q0)− λ)−1|ΓL〉 dq.

Then ‖vn‖ = 1 and vn is a Weyl sequence for
∫ ⊕

[0,2π]
(T (q) + |ΓL〉〈ΓR|)dq since by continuity

∥∥∥∥∥

∫ ⊕

[0,2π]

(T (q) + |ΓL〉〈ΓR|)dq
∫ ⊕

[q0− 1
2n
,q0+ 1

2n
]

√
n

N
(T (q0)− λ)−1|ΓL〉 dq

∥∥∥∥∥

2

=
n

N2

∫ q0+ 1
2n

q0− 1
2n

∥∥(T (q) + |ΓL〉〈ΓR|)(T (q0)− λ)−1|ΓL〉
∥∥2
dq → 0.
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In the case where (T (q0) − λ) is tridiagonal, we can explicitly determine the inverse. We
now want to unwind the Fourier transform. Back in l2(Z)⊗ `2(Z) we get that

vn =

√
n

N

∑

x,y∈Z

∫ q0+ 1
2n

q0− 1
2n

eiqx 〈y| (T (q0)− λ)−1|ΓL〉 dq|x〉 |y〉.

Now, as |ΓL〉 is local around 0, we can consider the matrix elements 〈y| (T (q0)−λ)−1|j〉, which
by Lemma A.13 are exponentially decaying in |y|. Thus,

|vn(x, y)| ≤
√
n

N

∫ q0+ 1
2n

q0− 1
2n

∣∣〈y| (T (q0)− λ)−1|ΓL〉
∣∣ dq ≤ e−c|y|.

for some c > 0 and thus vn is an approximately classical Weyl sequence corresponding to λ.

For example, in case |ΓL〉 = |0〉 we get that 〈y| (T (q0) − λ)−1|0〉 = λ2(q0)y√
(β− z)2−4αγ

where

|λ2(q0)| < 1. Thus, we see that all coefficients are exponentially decaying away from the
diagonal. From |λ2(q0)| we can even calculate the coherence length. In Section 6.2 we prove a
weak extension, i.e. there cannot be additional spectrum with Weyl sequences which are not
concentrated along the diagonal. In that sense, we can say that the states are classical.

Notice that there is no eigenvector in the direct integral picture and this is intimately related
to the absence of steady states and which space the operator is defined on. In particular, notice
that for the case of dephasing noise if we instead defined L on B(B(H)) then L(11) = 0 and
in that case, the identity would be a steady state which normalizable. Since 11 is neither
Hilbert-Schmidt nor trace-class L does not have a steady state although 0 ∈ σ(L).

4.2 Sufficient conditions for convergence of finite volume spectra to
infinite volume spectra

In this section, we achieve a first result for convergence of the spectra finite volume Lindbla-
dians with periodic boundary conditions to their infinite volume spectra counterparts.

To do that, we study the convergence behaviour of spectra of finite size approximations
of Laurent and Toeplitz matrices to their infinite counterpart, a topic of central interest in
numerical analysis [55]. For Lindbladians this subject is, to our knowledge, still untouched, but
in view of Corollary 3.14 under our assumptions, we can in some sense reduce the question of
whether σ(Lper

N )→ σ(L) to the better studied questions of convergence in the case of Laurent
and Toeplitz matrices. Since the spectrum of an operator in finite volume is the set of eigen-
values, the spectrum is independent of which Schatten class we think of the operator as acting
on. This provides further motivation for studying the spectrum of L as an operator on HS(H).

To study convergence of subsets of C we use the Hausdorff metric which is a measure of
distance between subsets X, Y ⊂ C defined by

dH(X, Y ) = max

{
sup
x∈X

d(x, Y ), sup
y∈Y

d(X, y)

}
.
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where d is the distance in C. However, we will not use the definition, but only its characteri-
zation in Theorem 4.3 below.

Following [66] for a sequence of subsets of the complex plane {Sn}n∈N which are all non-
empty define lim infn→∞ Sn as the set of all λ ∈ C that are limits of a sequence {λn}n∈N
which satisfies λn ∈ Sn. Conversely, lim supn→∞ Sn is defined as all subsequential limits of such
sequences {λn}n∈N with λn ∈ Sn. A central characterization of the Hausdorff metric is then
the following.

Theorem 4.3. Let S and the members of the sequence {Sn}n∈N be nonempty compact subsets
of C then Sn → S in the Hausdorff metric if and only if

lim sup
n→∞

Sn = S = lim inf
n→∞

Sn.

See [67, Sections 3.1.1 and 3.1.2] or [68, Section 2.8] for a proof. In [66] convergence is
proven for periodic boundary conditions for tridiagonal matrices and diagonal perturbations
except that it has not been proven that the symbol curve is fully captured by the finite size
approximations. We will not use the result, but we state it for comparison since it is of a
similar flavour as the condition that we have in Theorem 4.5. Recall the definition of T per

n from
Theorem 3.18.

Theorem 4.4 ([66, Corollary 1.3]). Suppose that T is tridiagonal with α, β, γ ∈ C on the
diagonal and that K = diag (K11, . . . , Kmm) for some m ∈ N. Then

lim
n→∞

(σ(T per
n + PnKPn) ∪ σ(T )) = σ(T +K)

where Pn is the projection onto the sites {0, . . . , n}.
It is further conjectured that limn→∞ σ(T per

n +K) = σ(T+K) under the same assumptions
(see [66, Conjecture 7.3]).

Now, these results are not quite strong enough for our purposes, but we believe that one
can show the assumption in the following theorem are satisfied at least for the model of local
dephasing that we consider in Section 5.1. As we will see in Figures 5 and 6 in the next section
it is important that we use periodic boundary conditions for L.

Recall that Tn =
{

2πk
n
| k = 1, . . . n

}
. Let us call a pair ({qn}n∈N, {an}N) of a sequence

{qn}n∈N ⊂ [0, 2π] and a sequence {an}n∈N ⊂ N consistent if an → ∞ and q ∈ Tan for every
n ∈ N.

Theorem 4.5. Suppose that L satisfies the conditions of Theorem 3.8 and let T (q) be the
corresponding bi-infinite r-diagonal Laurent operator and F (q) the finite rank operator with
finite range for each q ∈ [0, 2π]. Suppose further that q 7→ σ(T (q) + F (q)) is continuous
with respect to the Hausdorff metric. Assume for any consistent pair ({qn}n∈N, {an}n∈N) where
qn → q0 that

σ
(
T per
an (qn) + Fan(qn)

)
→ σ (T (q0) + F (q0)) .

Then it holds that as n→∞
σ(Lper

n )→ σ(L).
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Proof. We use the characterization of Haussdorff convergence from Theorem 4.3 and compact-
ness of spectra repeatedly. Let us first prove that σ(L) ⊂ lim infN→∞ σ(Lper

N ). So let λ ∈ σ(L),
then by Corollary 3.14 it holds that λ ∈ σ(T (q0) + F (q0)) for some q0 ∈ [0, 2π]. Now find a
sequence qn ∈

⋃
N∈N TN such that qn → q0. By continuity of q 7→ σ(T (q) + F (q)), we can find

a sequence λn ∈ σ(T (qn) + F (qn)) such that λn → λ.
For each qn there is a sequence {am}m∈N ⊂ Tam such that am →∞ and qn ∈ Tam for each

m ∈ N. Now, since σ
(
T per
am (qn) + Fam(qn)

)
→ σ (T (qn) + F (qn)) as m → ∞. That is, there

exists a sequence λmn ∈ σ
(
T per
am (qn)− Fam(qn)

)
such that λmn → λn as m → ∞. Then we can

finish with a diagonal argument. I.e. for each n find k(n) ∈ N such that
∣∣∣λk(n)
n − λn

∣∣∣ ≤ 1
n

and

then sequence λ
k(n)
n ∈ σ

(
T per
ak(n)

(qn) + Fak(n)(qn)
)

satisfies that

∣∣λk(n)
n − λ

∣∣ ≤
∣∣λk(n)
n − λn

∣∣+ |λn − λ| → 0

as n→∞. Thus, we conclude that σ(L) ⊂ lim infN→∞ σ(Lper
N ).

Let us then prove that lim supN→∞ σ(Lper
N ) ⊂ σ(L). So let λn ∈ σ(Lper

an ) and suppose that
λn → λ. By Theorem 3.18 it holds that

σ(Lper
an ) =

⋃

q∈Tan

σ
(
T per
an (q) + Fan(q)

)
.

I.e. there is a sequence qn ∈ Tan such that λn ∈ σ
(
T per
an (qn) + Fan(qn)

)
. Now, going to a

subsequence qn → q0 by compactness of T and so on that subsequence

σ
(
T per
an (qn) + Fan(qn)

)
→ σ (T (q0) + F (q0)) .

by assumption. Since σ (T (q0) + F (q0)) ⊂ σ(L) by Corollary 3.14 the theorem follows.

4.3 Gaplessness of translation-covariant Lindblad generators

As a last application of the theory developed we prove gaplessness of translation-covariant
Lindblad generators. We see in Theorem 4.10 how the Lindbladians that we study are gapless
as long as we know that 0 is in the spectrum of L. One might notice that the paper [7], which
has a setup which is fairly similar to ours, assumes that there is a spectral gap. In a similar,
but different way, this is also the case in [9]. Here, we say that L has a gap if 0 is an isolated
point in the spectrum, where we with isolated point mean that there exist a ball Br(0) of radius
r > 0 such that σ(L) ∩Br(0) = {0}.

To prove gaplessness we first go through some preliminaries. First, we recall Hurwitz’s
theorem from complex analysis (here in the formulation of [66], see references therein for a
proof).
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Theorem 4.6 (Hurwitz). Let G ⊂ C be an open set, let f be a function that is analytic in G
and does not vanish identically, and let {fn}n∈N be a sequence of analytic functions in G that
converges to f uniformly on compact subsets of G. If f(λ) = 0 for some λ ∈ G, then there is
a sequence {λn} of points λn ∈ G such that λn → λ and fn(λn) = 0 for all sufficiently large n.

For some r ∈ N we let T (q) be an r-diagonal Laurent operator with diagonals ai : S1 → C
smooth functions for i = −r, . . . , r. The following lemma follows from [54, Theorem III-6.7].
Here and in the following %(A) denotes the resolvent set of A, that is the complement of the
spectrum of A

Lemma 4.7. Let U be an open subset of %(T (q)) and k ∈ Z then the function Rq : U → C
defined by

Rq(z) = 〈0|, (T (q)− z)−1|k〉
is holomorphic.

The next lemma follows from the resolvent equation, continuity and r-diagonality.

Lemma 4.8. Let qn → q0 be a convergent sequence in S1 and suppose that V is an open set
such that V ⊂ %(Tqn)∩%(Tq0) for all n ∈ N. Assume that supz∈V,n∈N ‖(T (qn)− z)−1‖ ≤ C <∞
and supz∈V ‖(T (q0)− z)−1‖ ≤ C <∞ for some C > 0. Then

Rqn(·)→ Rq0(·)

locally uniformly on V .

Proof. Take any compact set K ⊂ V . Then by the resolvent equation, it follows that

|Rqn(z)−Rq0(z)| =
∣∣〈0|, (T (qn)− z)−1 − (T (q0)− z)−1 |k〉

∣∣
≤
∥∥(T (qn)− z)−1 − (T (q0)− z)−1

∥∥
≤
∥∥(T (qn)− z)−1

∥∥ ‖T (qn)− T (q0)‖
∥∥(T (q0)− z)−1

∥∥
≤ C2‖T (qn)− T (q0)‖

Since ai are all smooth functions ‖T (qn)− T (q0)‖ → 0 whenever qn → q0 (cf. Lemma A.10).
Thus, |Rqn(z)−Rq0(z)| → 0 uniformly for z ∈ K.

The following lemma follows from the definition of local uniform convergence.

Lemma 4.9. Suppose that f in : V → C is holomorphic for each n ∈ N −r ≤ i ≤ r such that
{f in}n≥0 → f i (lcu). Let further ai : S1 → C be smooth functions and qn → q. Then

{
r∑

i=−r
ai(qn)f in

}

n∈N

(lcu)−→
{

r∑

i=−r
ai(q)f

i

}

n∈N

.
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We are now ready to prove the gaplessness of infinite-volume Lindbladians.

Theorem 4.10. Suppose that L has H = −∆ and {Lk}k∈Z satisfies A2a) − A2c). Suppose
0 ∈ σ(L). Then L is gapless or has an infinite dimensional kernel.

Notice, that if we add a random potential to H and L is gapless then it stays gapless by
Theorem 6.1.

Proof. If (as is the case in Section 5.2) the non-Hermitian evolution is gapless we are done by
Corollary 3.14. So suppose that the non-Hermitian evolution is gapped around 0. By Lemma 4.7
the function Rq(·) is holomorphic on %(T (q)) and so on the complement of

⋃
q∈[0,2π] σ(T (q)) =

σ(T ), Rq are holomorphic for each q ∈ [0, 2π]. Thus, 0 6∈ σ(T ) then %(T ) is an open set
containing 0 and thus B2r(0) ⊂ %(T ) for some r > 0. Now, let V = Br(0) be the (open) ball
around 0 with radius r.

Now, since 0 ∈ σ(L) it holds by Corollary 3.15 that there exists a q0 ∈ [0, 2π] such that

〈ΓR(q0)|, (T (q0)− z)−1|ΓL(q0)〉 + 1 = 0.

We prove that the assumptions of Lemma 4.8 are satisfied in Appendix A.6.

Lemma 4.11. For the functions Rq and Rq0 and the set V constructed above, the assumptions
of Lemma 4.8 are satisfied.

We conclude that for any sequence qn → q0 if we define fn : V → C given by

fn(z) = 〈ΓR(qn)|, (T (qn)− z)−1|ΓL(qn)〉 + 1

as well as
f(z) = 〈ΓR(q0)|, (T (q0)− z)−1|ΓL(q0)〉 + 1,

then by Lemma 4.9 we conclude that {fn}n∈N
(lcu)→ f on V . Furthermore, it holds that f(0) = 0.

Now, since f is analytic and f is not identically zero, then every zero of the function is isolated
and there is a ball of some radius r > 0 such that z = 0 is the only zero of f on Br(0). Then

since {fn}n∈N
(lcu)→ f by Hurwitz’s theorem (cf. Theorem 4.6) for every a > 0 then for sufficiently

large n such that fn has a zero zn with |zn| < a.
We define I ⊂ [0, 2π] to be the set

I =
{
q ∈ [0, 2π] | 〈ΓR(q)|, T (q)−1|ΓL(q)〉 + 1 6= 0

}
,

that is all q ∈ [0, 2π] such that 0 6∈ σ(T (q) + F (q)).
Now, either there is a sequence {qn}n∈N ⊂ I such that qn ↓ q0 or there exists an ε > 0 such

that (q0 − ε, q0 + ε) ∩ [0, 2π] ⊂ Ic.
In the first case, that fn has a zero at zn means that 〈ΓR(qn)|, (T (qn)−zn)−1|ΓL(qn)〉 = −1,

which again means that zn ∈ σ(L). As {qn}n∈N ⊂ I then zn converges to 0 without being equal
to zero. In this case, L is gapless.
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In the second case, for every q ∈ (q0−ε, q0 +ε)∩ [0, 2π] ⊂ I there exists a normalized vector
|v(q)〉 ∈ `2(Z) such that

(T (q) + F (q))|v(q)〉 = 0.

Now, split (q0 − ε, q0 + ε) ∩ [0, 2π] ⊂ I up into N disjoint intervals I1, . . . IN and define

wi =
1√
|Ii|

∫ ⊕

[0,2π]

v(q)11q∈Ii dq.

Then 〈wi, wj〉 = δi,j and it holds that

Lwi =
1√
|Ii|

∫ ⊕

[0,2π]

(T (q) + F (q))v(q)11q∈Ii dq = 0.

Thus, we conclude that the kernel of L is at least N dimensional. Since this holds for any
N ∈ N the kernel of L must be infinite-dimensional.

5 Examples of spectra of translation-covariant Lindbla-

dians

In this section, we apply the techniques developed so far to several open quantum systems
studied in the literature such as local dephasing and decoherent hopping. In all cases, we
determine an expression for the spectrum of the Lindblad generator.

In the following, we study Lindbladians L defined on HS(`2(Z)) which as in (1) are of the
form

L(ρ) = −i[H, ρ] +G
∑

k

LkρL
∗
k −

1

2
(L∗kLkρ+ ρL∗kLk),

where G > 0 is the strength of the dissipation and Lk are the Lindblad operators.
We will use Theorem 3.8 to rewrite L as a direct integral of the operators T (q) + F (q)

where T (q) is a banded Laurent operator (recall the definition from Section 3.3) and F (q) is
finite range and finite rank. Further by Corollary 3.14 the spectrum of L is the union of the
spectra of T (q) + F (q).

From now on we only consider the case where all of the Lk are rank one. We saw how that
implies that F (q) = |ΓL(q)〉〈ΓR(q)| is rank one for each q ∈ [0, 2π] and by Corollary 3.15 can
find as the union of

⋃
q∈[0,2π] σ(T (q)) with all solutions z ∈ C to the equation

〈ΓR(q)|, (T (q)− z)−1|ΓL(q)〉 = −1.

Recall also the symbol curve introduced in Lemma 3.2. In concrete applications, we consider
tridiagonal matrices T (q) and therefore, we review some results about tridiagonal Laurent
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Figure 2: Spectrum of the Lindbladian corresponding to local dephasing (see (33)) restricted to
N = 10, 30, 50, 70 lattice sites for G = 2 where we have larger N plotted first and they therefore
appear behind smaller values of N . Notice how it seems that most of the spectrum converges
to −2 + i[−4, 4] as N gets larger, but that we also see some spectrum in the interval [−2, 0].

operators and their invertibility in Appendix A.7. If T (q) is tridiagonal we let α, β, γ : [0, 2π]→
C be the entries of T (q). Thus, the symbol curve is, by Lemma 3.2, given by

a(z) = αz−1 + β + γz, z ∈ T

which is a (possibly degenerate) ellipse. In particular, for the dephasing example considered in
the next section, we see from (34) that α(q) = i(1− e−iq), β(q) = −G, γ(q) = i(1− eiq).

5.1 Local dephasing

One prominent example, which has been discussed in the physics literature is local dephasing.
The spectrum was investigated numerically with free boundary conditions in [22] and analyt-
ically many of the same considerations were made in finite volume with periodic boundary
conditions [21, 69]. We plot some numerical results in finite volume in Figure 2.

The model is given by choosing the Hamiltonian as nearest neighbour hopping

H = −∆̃ = −
∑

k∈Z
|k〉〈k + 1| + |k + 1〉〈k| (32)

and the local Lindblad operators as local dephasing, i.e. projectors onto single lattice sites
k ∈ Z

Lk = |k〉〈k| . (33)
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We notice that each Lindblad generator satisfies Lk = L∗k = L∗kLk = |k〉〈k|. Now, define Q
by Q =

∑
k L

∗
kLk = 11 and therefore the model satisfies the assumptions of Theorem 3.8. Using

Theorem 3.8, we can first determine the spectrum of the non-Hermitian part of the evolution
T =

∫ ⊕
[0,2π]

T (q)dq in Theorem 3.8 without the quantum jumps F =
∫ ⊕

[0,2π]
F (q)dq.

Proposition 5.1 (Spectrum of NHE local dephasing). Let H = −∆ as in (32) and let the
Lindblad operators Lk be given as |k〉〈k|, then the generator of the non-Hermitian evolution
T ∈ B(HS(`2(Z))) satisfies

σ(T ) = −G+ i[−4, 4].

Proof. Using Theorem 3.8 and Q =
∑

k L∗kLk = 11, we see that T (q) is given by

T (q) = i(1− e−iq)S + i(1− eiq)S∗ −G . (34)

For fixed q this corresponds to a tridiagonal Laurent operator with symbol curve T (q, θ) =
i(1− e−iq)eiθ + i(1− eiq)e−iθ −G. By Theorem 3.13 and Theorem 3.3, it follows that

σ(T ) =
⋃

q∈[0,2π]

σ(T (q)) =
⋃

q∈[0,2π]

{T (q, θ) | θ ∈ [0, 2π]} .

Putting in the explicit form of the parameters from (34), we find

T (q, θ) = −G+ 2i(cos(θ)− cos(θ − q)) .

Since θ and q can be varied independently over the interval [−π, π] we can realize any value in
−G+ i[−4, 4] as claimed.

From (34) we see that α(q) = i(1− e−iq), β(q) = −G, γ(q) = i(1− eiq) are the entries of the
tridiagonal matrix T (q).

Remark 5.2 (Transfer matrix picture). Notice that the proof of Proposition 5.1 is in some
sense equivalent to finding out that the polynomial αx−1 + β + γx has a root of absolute value
1 if and only if z ∈ −G + [−4i, 4i], where α, β, γ : [0, 2π] → C are the diagonals of the
tridiagonal matrix T (q). This has an interpretation in terms of transfer matrices: If one
considers the Laurent operator with α, β and γ on the diagonal and solves it iteratively then a
root of αx−1 + β + γx of absolute value less than 1 corresponds to an exponentially decaying
and therefore normalizable solution. Conversely, a root of absolute value strictly larger than
1 corresponds to an exponentially increasing and therefore not normalizable solution. In this
picture, one can interpret the rank-one perturbation |ΓR〉〈ΓL| as boundary condition at 0 for an
iterative solution for positive and negative entries.
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Thus, we have computed the spectrum of the non-Hermitian Hamiltonian. Turning now to
the full Lindblad generator L, we can characterize its spectrum depending on the dissipation
strength by including the quantum jump part as a perturbation to the non-Hermitian part.

Proposition 5.3 (Full spectrum for local dephasing). Let H = −∆̃ be the (modified) Lapla-
cian defined in (32) and let the Lindblad operators Lk be given as |k〉〈k|, then the Lindblad
generator L satisfies

σ(L) = (−G+ i[−4, 4]) ∪
{

[−G, 0], if G ≤ 4

[−G+
√
G2 − 16, 0], otherwise.

.

Proof. Since T (q) is translation invariant its spectrum is essential. Thus, when T (q) is com-
pactly perturbed the spectrum can only be extended. So, as in the proof of Corollary 3.14, we
get from Proposition 5.1 that

−G+ [−4i, 4i] = σ(T ) ⊂ σ(L).

The coefficients of the perturbation also follow from our consideration in Section 3. Based
on Theorem 3.8, we find that F (q) = G |0〉〈0|, independent of q, which means that we may
choose |ΓL〉 = |ΓR〉 =

√
G |0〉. Hence, both |ΓL〉 and |ΓR〉 are bounded vectors and q 7→

〈0|(T (q)−z)−1|0〉 is continuous for z /∈ −G+[−4i, 4i]. Therefore, we may determine σ(L) from
Corollary 3.15 which leads to the condition

G〈0|(T (q)− z)−1|0〉 = −1. (35)

Thus, we now have to compute 〈0|(T (q)− z)−1|0〉 which we elaborate on in Appendix A.7.
Define λ+ and λ− by (with a convention on taking square roots of complex numbers elaborated
on in Appendix A.7 )

λ± = − β

2γ
±
√(

β

2γ

)2

− α

γ
. (36)

Let further, |λ2| ≤ |λ1| such that {λ1, λ2} = {λ+, λ−}. Then notice that the conditions of
Lemma A.12 are satisfied and we may therefore |λ2| < 1 < |λ1|. Thus, we can use Lemma
A.13 to find the inverse of the Laurent operator to obtain

−1 = (−1)11[|λ−| <1<|λ+| ] G√
(β − z)2 − 4αγ

. (37)

Our strategy is to square the equation, solve to find a set of possible z and then reinsert into
(37) to see which sign is correct. The potential solutions satisfy

z = β ±
√
G2 + 4αγ.

6. Spectra of Generators of Markovian Evolution
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In the specific example with dephasing noise, we saw that β = −G, α = −ie−iq + i and
γ = −ieiq + i. Thus, strictly speaking, the considerations above only apply when q 6= 0, in the
case q = 0 we see that z = 0 is the only solution to (35).

As αγ = 2(cos(q)− 1), we consider

z = −G±
√
G2 + 8(cos(q)− 1).

As G2 + 8(cos(q)− 1) ∈ [−16 +G2, G2] it is natural to consider the cases G < 4 and G ≥ 4.
In the case G < 4 we have −16 +G2 < 0. Thus,

⋃

q∈[0,2π]

{
√
G2 + 8(cos(q)− 1)} = i[0,

√
16−G2] ∪ [0, G].

Therefore, the potential values of z are

z ∈ [−G, 0] ∪ [−2G,−G] ∪
(
−G+ i

[
−
√

16−G2,
√

16−G2
])
.

Notice that since
[
−
√

16−G2,
√

16−G2
]
⊂ [−4i, 4i] this does not give additional spectrum.

It now remains to check the sign of the remaining possible solutions. From (37) we see
that the square root must yield a (positive) real number and we at the same time need that
|λ+| < 1 < |λ−| , so we only need to deal with the case where 0 ≤ G2 + 8(cos(q) − 1) ≤ G2.
Then

β − z = ∓z
√
G2 + 8(cos(q)− 1).

Using ∓z and ∓λ to denote two, on the outset, independent signs we obtain from (36) that

2γλ± = −(β − z)±λ
√

(β − z)2 − 4αγ = ±z
√
G2 + 8(cos(q)− 1)±λ

√
G2 .

If ±z = + then |λ−| < |λ+| and ±z = − then |λ+| < |λ−|. Thus, from (37) we see that
±z = + is the only valid solution. Thus, only z ∈ [−G, 0] are valid solutions.

In the case G ≥ 4: It holds that −16 + G2 ≥ 0 and therefore there is only one segment
[
√
G2 − 16, G]. This observation translates into

z ∈ [−G+
√
G2 − 16, 0] ∪ [−2G,−G−

√
G2 − 16].

Using a similar argument as above one finds that only the part [−G +
√
G2 − 16, 0] has the

correct sign.

We finish this subsection with the following remarks.
Emergence of two timescales: From Proposition 5.3 we see that if we change G from a value

below 4 to a value above 4 the spectrum transitions from being connected to consist of two
connected components. Furthermore, increasing the dissipation strength G, the connected com-
ponent of the spectrum containing {0} shrinks. This indicates the emergence of two timescales
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in the dynamics. The first one corresponding to the fast decay at rate e−tG and a second one
with a much slower decay. On the infinite lattice it is difficult to discuss the density of states,
but it is noticed numerically in [22], that there are of the order of L eigenvalues on the real axis
close to 0 and L2 − L eigenvalues with real part close to −G. In general, such a phenomenon
can be explained from symmetry as in [26, Appendix B.9].

Heuristic calculation of the finite-volume spectral gap: In the dephasing case, that we
study in section 5.1, it holds the solutions on the curve are given by

z = −G+
√
G2 + 8(cos(q)− 1).

Thus, naively we can let q = 2π
N

and so cos
(

2π
N

)
− 1 ≈ 1

2
(2π
N

)2 = 2π2

N2 and thus as
√

1 + x ≈ 1 + x
2

for small x we obtain that

z ≈ −G+

√
G2 + 8

2π2

N2
≈ −G+G

(
1 +

16π2

G2N2

)
=

16π2

GN2
.

This formula was also obtained in finite volume with periodic boundary conditions by Znidanic
in [22, (8)].

5.2 Non-normal dissipators

Next, we turn to a model with non-normal Lindblad operators. The following family of
dissipative models was studied in [70, 25, 71, 8]. For the Hamiltonian H we still take the
discrete Laplacian given in (32). The Lindblad operators are of the form

Lk =
(
|k〉 + eiδ|k + l〉

) (
〈k| − e−iδ〈k + l|

)
(38)

for some δ ∈ [0, 2π] and l ∈ N. Notice that Lk is not normal. We have that

L∗kLk = 2 |k〉〈k| + 2 |k + l〉〈k + l| − 2eiδ |k〉〈k + l| − 2e−iδ |k + l〉〈k| .

Define Q by

Q =
∑

k∈Z
L∗kLk = 411− 2Dl,

where Dl is the operator which has eiδ and e−iδ on the l’th sub- and superdiagonal. To compute
the form of the rank-one perturbation notice that all αr from Theorem 3.8 are 0 except for α0 =
1, αl = eiδ . Similarly, β0 = 1, βl = −e−iδ and all other entries are 0.

Thus, from Theorem 3.8 we obtain

|ΓL〉√
G

=
∑

r1,r2

αr1 αr2e
ir1q|r2 − r1〉 = (1 + eilq)|0〉+ eiδeilq|−l〉 + e−iδ|l〉

6. Spectra of Generators of Markovian Evolution
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as well as

〈ΓR|√
G

=
∑

r′1,r
′
2

βr′1e
−ir′1qβr′2〈r

′
2 − r′1| = (1 + e−ilq)〈0| − e−iδe−ilq〈−l| − eiδ〈l|.

We see that also the operator non-Hermitian evolution T is given by

(
−i∆̃− G

2
Q

)
⊗ 11 + 11⊗

(
i∆̃− G

2
Q

)
=
(
−i∆̃ +GDl

)
⊗ 11 + 11⊗

(
i∆̃ +GDl

)
− 4G11⊗ 11

which is tridiagonal. Let us examine how this Q transforms under the shift and Fourier trans-
formation in the first variable that we do in Theorem 3.8. The term −4G11⊗11 is left invariant.
The term (iGDl)⊗ 11 becomes:

Geiδ e−ilq
∑

j

|j〉〈j − l|+Ge−iδeiql
∑

j

|j〉〈j + l| .

For the term 11⊗
(
GDl

)
we get

Ge−iδ
∑

j

|j〉〈j + l|+Geiδ
∑

j

|j〉〈j − l| .

In total,

T (q) = G
∑

j

e−iδ
(
1 + eiql

)
|j〉〈j + l|+ eiδ

(
1 + e−ilq

)
|j〉〈j − l| − 4G11⊗ 11 + i(1− e−iq)S + i(1− eiq)S∗.

We can see that the full operator has non-zero entries in 5 diagonals if l > 1 so from now on
we will assume that l = 1 which is also the case mainly studied in [25] and [70]. In that case,
we find the infinite band matrix with diagonals:

α = i(1− eiq) +Ge−iδ
(
1 + eiq

)
β = −4G γ = i(1− e−iq) +Geiδ

(
1 + e−iq

)
.

Let us first determine the union of the q-wise spectra without the perturbation F (q). See
also Figure 4 for an illustration.

Proposition 5.4. The spectrum of the non-Hermitian evolution for the Lindbladian from (38)
in the case l = 1 is given by

σ(T ) =
⋃

q,θ∈[0,2π]

{−4G+ 2i cos(θ)− 2i cos(q − θ) + 2G cos(δ + θ) + 2G cos(q − δ − θ)}.

For δ = 0 and δ = π this set is the convex envelope of the points −8G,−4i, 0, 4i.
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Figure 3: Spectrum L with non-normal Lindblad operators given by (38) with a random po-
tential in orange and without in blue in the complex plane. In the right picture blue points
are plotted on the top and on the left it is the orange points. In this case G = 1, the lattice
size n = 70 and the support of the distribution of the strength of the external potential V = 2.
Notice how the blue points are ordered very regularly except that there is a vertical hole in the
middle and those eigenvalues tend to collapse to the real axis. It seems that the main effect of
the external field is to push the eigenvalues vertically.

6. Spectra of Generators of Markovian Evolution
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Figure 4: The ellipses corresponding to the spectrum of the Laurent matrices T (q) in the
model with non-normal Lindblad operators see for example (39). For the plot, we chose δ = 0
corresponding to Proposition 5.4. Notice how the union of the ellipses make up the quadrilateral
described in Proposition 39, compare also to the shape in Figure 3.

Proof. As before, it holds by Corollary 3.14 and the fact that the spectrum of a Laurent operator
is the image of the symbol curve that

σ(T ) =
⋃

q∈[0,2π]

σ(T (q)) =
⋃

q∈[0,2π]

{
δ(q)e−iθ + β + γ(q)eiθ | θ ∈ [0, 2π]

}
. (39)

The result now follows from a direct computation. For δ = 0 and δ = π it reduces to

σ(T ) =
⋃

q,θ∈[0,2π]

{−4G+ cos(θ) (2i± 2G) + cos(q − θ) (−2i± 2G)}

=
⋃

x,y∈[−2,2]

{−4G+ x (i±G) + y (−i±G)} = conv(−8G,−4i, 0, 4i).

Thus, we have proven that T is gapless even before adding the quantum jump term and
therefore also afterwards when considering the full L. We now turn to study the spectral effects
of the perturbation.

Notice that for δ = 0 then αγ = 2G2 cos(q) + 2G2 + 2 cos(q)− 2 ∈ R. We now ask whether
the set ⋃

q∈[0,2π]

{
z ∈ C | 〈ΓR|(T (q)− z)−1|ΓL〉 = −1

}
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increases the spectrum. Absorbing z into β yields that β = −4G− z and from Theorem 3.8 we
find that |ΓL〉 and 〈ΓR| have all entries zero except for the −1, 0, 1st entries, and that part of
each of the vectors are

|ΓL〉 =
√
G




eiq

1 + eiq

1


 as well as 〈ΓR| =

√
G
(
−1 1 + e−iq −e−iq

)
,

in the basis { |−1〉, |0〉, |1〉} highlighting that we do allow for q-dependent |ΓL〉 and 〈ΓR|.
Now, let ω =

√
β2 − 16αγ and then from Lemma A.13 the equation reduces to

−ω
G

=
〈ΓR| T−1 | ΓL〉

G
=
(
−1 1 + e−iq −e−iq

)



1 1
λ1

1
λ21

λ2 1 1
λ1

λ2
2 λ2 1






eiq

1 + eiq

1




= −e−iq + 2 + 2 cos(q)− eiq + λ−1
1 (−1− e−iq + eiq + 1)

− λ−2
1 + λ2(1 + e−iq − 1− eiq)− λ2

2

= 2 + 2

(
1

λ1

− λ2

)
sin(q)−

(
1

λ2
1

+ λ2
2

)
,

where λ1, λ2 are defined right after (36). This equation in z can be numerically solved for
fixed q (and G). Numerical evidence suggests that the curve stays inside the quadrilateral
conv(−8G,−4i, 0, 4i) and therefore leads us to the following conjecture.

Conjecture 5.5. For the Lindbladian L with Lindblad operators given by (38) and non-
Hermitian evolution A it holds that

σ(L) = σ(T ) = conv(−8G,−4i, 0, 4i).

The reader can further compare with the plot of the spectrum in finite volume in Figure
3. Notice further, how Corollary 3.14 gives us the inclusion σ(L) ⊃ σ(T ). In particular, we
obtain that L is gapless (independently of the conjecture). Interestingly, this gaplessness could
be related to the dynamical behaviour in a random potential observed in [25]. A topic that we
return to in Section 6.

5.3 Incoherent hopping

We now turn to an incoherent hopping studied numerically in [22]. Here, the Lindblad
dissipators are hopping terms, they are given by Lk = |k〉〈k + l|. The numerical finding for
finite sections with free boundary conditions of the lattice [22] is that the gap is uniformly
positive as the length of the lattice increases. We find the spectrum for periodic boundary
conditions.

6. Spectra of Generators of Markovian Evolution
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Theorem 5.6. Let l ∈ Z. For the Lindbladian with H = −∆ and Lk = |k〉〈k + l| it holds
that

σ(L) = −G+ i[−4, 4] ∪
⋃

q∈[0,2π]

{
−G±q

√
e−2iqlG2 + 8(cos(q)− 1)

}

where ±q is either + or − for each q ∈ [0, 2π].

Proof. Notice that L∗kLk = |k + l〉〈k + l| so still Q =
∑

k L
∗
kLk = 11. so

(
−i∆̃− G

2
Q
)
⊗ 11 +

11⊗
(
i∆̃− G

2
Q
)

is tridiagonal with

α = i(1− eiq), β = −G, γ = i(1− e−iq)
on the diagonals. Furthermore,

F (q) = G

(∑

r1,r2

αr1 αr2e
ir1q|r2 − r1〉

)
∑

r′1,r
′
2

βr′1e
−ir′1qβr′2〈r

′
2 − r′1|




with αr = δr,0 and βr = δr,1. Thus,

|ΓL〉 =
√
G
∑

r1,r2

αr1 αr2e
ir1q|r2 − r1〉 =

√
G|0〉 and

〈ΓR| =
√
G


∑

r′1,r
′
2

βr′1e
−ir′1qβr′2〈r

′
2 − r′1|


 =

√
Ge−iql〈0|.

That means,

〈ΓR|
1

T − z |ΓL〉 = e−iqlG〈0| 1

T − z |0〉 =
(−1)11[|λ−| <1<|λ+| ]e−iqlG√

(β − z)2 − 4αγ
.

So by Corollary 3.15 we need to solve

−1 = (−1)11[|λ−| <1<|λ+| ] e−iqlG√
(β − z)2 − 4αγ

. (40)

Squaring yields

1 =
e−2iqlG2

(β − z)2 − 4αγ
,

so solving for z gives

z = β ±
√

e−2iqlG2 + 4αγ = −G±
√

e−2iqlG2 + 8(cos(q)− 1),

where we again, as in the proof of Proposition 5.3, have to throw some of the solutions away
according to get the correct sign in (40).
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Figure 5: Exact diagonalization of the Lindbladian L in Section 5.3 for l = 1, G = 1, 2, 5 and
N = 70 comparison of the predicted curve with numerics with free boundary conditions. The
red circle is the unit circle. Notice how the two curves do not match due to the non-Hermitian
Skin effect.

In Figure 5 and 6 we explicitly plot the solutions as a function of q as well as the spectra
obtained by exact diagonalization of L in finite volume. Notice how the predicted spectrum
fits well with the numerical spectra for finite size systems only for the system with periodic
boundary conditions, as is consistent with Theorem 4.5. This dramatic dependence on bound-
ary conditions is sometimes called the non-Hermitian Skin effect [72, 73, 74]. It states that the
spectra of non-Hermitian operators may exhibit dramatic dependence on boundary conditions.
One could also view the difference between Toeplitz and Laurent operators this way. Further-
more, it is a feature of the non-Hermitian skin effect that the spectrum is pushed inwards and
real eigenvalues start to appear [75]. This effect we also seen in Figure 5 and 6.

5.4 Single particle sector of a quantum exclusion process

In a many-body setting a model with Lk = |k〉〈k + 1| and L′k = |k + 1〉〈k| was studied
analytically in [76]. We briefly discuss how to adapt our methods to the single particle sector of
that case and rederive the spectrum of the Lindbladian. Going through the proof of Theorem
3.8, we see that we just get two independent contributions that diagonalize in the same way.
Since we still use discrete Laplacian as the Hamiltonian, it holds that α = i(1 − eiq) and
γ = i(1 − e−iq) are unchanged. On the other hand, we get the sum

∑
k L
∗
kLk = 11 twice,

which means that β = −2G. Therefore we have from Proposition 5.1 the spectrum of the
non-Hermitian evolution σ(T ) = −2G+ [−4i, 4i].

We now turn to the spectrum of the full Lindbladian.

6. Spectra of Generators of Markovian Evolution

282



Figure 6: Exact diagonalization of the Lindbladian in Section 5.3 for l = 1, G = 1, 2, 5 and
N = 50 comparison of the predicted curve with numerics with periodic boundary conditions.
The red circle is the unit circle. Notice how the numerics and the analytical spectrum in the
infinite volume fit.

Theorem 5.7 (Hopping both ways). If the system has Lindblad operators Lk = |k〉〈k + 1| and
L′k = |k + 1〉〈k| then the spectrum is given by

σ(L) = [−2G, 0] ∪ {−2G+ i[−4, 4]}.

Proof. We saw that the spectrum of the non-Hermitian evolution was given by σ(T ) =
−2G+ i[−4, 4]. Now, we calculate the spectrum of the quantum jump terms as follows:

F1(q) = G |0〉〈0| e−iq

F2(q) = G |0〉〈0| eiq.

Thus, in total the quantum jump contribution is

F (q) = F1(q) + F2(q) = 2G cos(q) |0〉〈0| ,

which is still rank-one and in contrast to the incoherent hopping discussed in Theorem 5.6 this
expression is real. We use the same method to compute the spectrum as before

−1 = 〈ΓR|
1

T − z |ΓL〉 = ± 2 cos(q)G√
(β − z)2 − 4αγ

,

squaring and solving for z and inserting α, β, γ yields that

z = −2G±
√

4 cos2(q)G2 + 8(cos(q)− 1).
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Let us analyze the function f(q) = 4 cos2(q)G2 + 8(cos(q) − 1). It has extremal points q
satisfying

0 = 8 cos(q) sin(q)G2 + 8 sin(q).

If q 6∈ {0, π} then

cos(q) = − 1

G2

which has a solution if and only if G ≥ 1.
This means that if G < 1 then the only extremal points are at q ∈ {0, π}. The values are

f(0) = 4G2 and f(π) = 4G2 − 16. Thus, by continuity and the intermediate value theorem,
it holds that the range of f is [4G2 − 16, 4G2] = [4G2 − 16, 0] ∪ [0, 4G2]. The first interval
corresponds to the segments ±i[0, 2

√
4−G2] ⊂ i[−4, 4]. The second one to [0, 2G] analogously

to the dephasing case from Section 5.1.
For G ≥ 1 there is in addition the solution cos(q) = − 1

G2 which has values − 4
G2 − 8. Since

G ≥ 1, the potential values of f are extended to the interval [− 4
G2 − 8, 0] ∪ [0, 4G2] which

corresponds to solutions i
[
−
√

8 + 4
G2 ,+

√
8 + 4

G2

]
and [0, 2G] respectively. Still, since G ≥ 1,

it holds that
√

8 + 4
G2 ≤ 4 and thus i

[
−
√

8 + 4
G2 ,+

√
8 + 4

G2

]
⊂ i[−4, 4]. Thus, the spectrum

is not extended in that case.

6 Lindbladians with random potentials

In this section, we study models as in the previous section where we have added a random
potential V to the Hamiltonian H. The potential V =

∑
n∈Z V (n) |n〉〈n| is a random such that

(V (n))n∈Z is i.i.d. uniformly distributed potential in some range [−λ, λ] for some λ > 0. In the
closed system case, the study of operators of that type was initiated in the celebrated work by
Anderson [77] and has led to the field of random operator theory and the topic of Anderson
localization.

Although, some results exist (e.g. [25, 9]), it is not clear what the effects of a random
potential in an open quantum system are. In addition, there has recently been interest in
random Lindblad systems from the point of view of random matrix theory [78, 27]. Our
methods are however more along the lines of random operator theory [1]. Different methods
that were also more random operator theoretic were pioneered in [9].

To study the spectrum of our random Lindbladians we use the following Lindbladian version
of the Kunz–Soulliard Theorem from [79] generalised in [80]. We first need a bit of notation.
Recall from Section 2 that we say that a (super)-operator L ∈ B(HS(H)) is translationally
covariant if for all ρ ∈ HS(H)

L(SρS−1) = S−1 L(ρ)S,

6. Spectra of Generators of Markovian Evolution
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where S is the translation with respect to the computational basis in HS(H). In the examples
without a random field, the Lindbladian is translation-invariant. We can separate the action
of the potential by EV , where EV (ρ) = −i[V, ρ].

We also need the numerical range of an operator A which we define as follows:

W (A) = {〈v, Av〉 | ‖v‖ = 1}.

For example W (EV ) = −i[λ, λ]. The numerical range will be useful because its closure is an
upper bound to the spectrum by the Toeplitz–Hausdorff Theorem [81, 82].

Theorem 6.1. Let L0 be a translation-covariant operator on HS(H), which satisfied that
σappt(L0) = σ(L0), (as ensured for our models of interest in Theorem 4.1). Let further
{V (n)}n∈Z be the i.i.d. random potential from above. Define L = L0 + EV which is also
an operator on HS(H). Then almost surely it holds that

σ(L0) ⊂ σ(L) ⊂ W (L0) +W (EV ),

where the second inclusion holds surely.

Proof. Notice first that by the Toeplitz–Hausdorff Theorem [81, 82] it holds that

σ(L) ⊂ W (L) ⊂ W (L0) +W (EV ).

For the first inclusion, consider λ ∈ σappt(L0) and let {ρn}n∈N be a Weyl sequence corresponding
to λ for L0. Without loss of generality assume that each ρn is compactly supported in the
sense that in the computational basis, we have that ρn(x, y) = 0 for (x, y) 6∈ ΛRn ⊂ Z2 for some
large but finite box ΛRn ⊂ Z2. Then define

Ωn =

{
for some jn ∈ Z : sup

(x,y)∈supp(ρn)

|(−i)(V (x+ jn)− V (y + jn))| ≤ 1

n

}
,

and notice that each Ωn is a set of full measure (one way to see this is that for any k ∈ N
there is almost surely an a ∈ Z such that |V (a+ j)| ≤ 1

2n
for any j ∈ {1, . . . , k }). Hence

Ω0 = ∩n∈NΩn must have probability 1 as well. Thus, we can almost surely for each n ∈ N find
integers jn ∈ Z such that |(−i)(V (x+ jn)− V (y + jn))| ≤ 1

n
.

Now, define the sequence {γn}n∈N ⊂ HS(H) by γn = ρn(· − jn), where ρn(· − jn) ∈ HS(H)
is defined by 〈x|, ρn(· − jn)|y〉 = ρn(x− jn, y − jn), e.g. ρn(· − jn) is the operator ρn shifted by
jn in both coordinates.

Then {γn} is a Weyl sequence for the eigenvalue λ since by translation covariance of L0 it
holds that

||(L − λ) (γn)|| ≤ ||(L0 − λ) (ρn)||+ ||EV (γn)|| .

The first term is small since ρn is a Weyl sequence for L0. For the second term, we estimate:
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||EV (ρn(· − jn))|| =
∣∣∣∣∣

∣∣∣∣∣EV
( ∑

x,y∈supp ρn+jn

ρn(x− jn, y − jn)|x〉〈y|
)∣∣∣∣∣

∣∣∣∣∣

=

∣∣∣∣∣

∣∣∣∣∣
∑

x,y∈supp ρn+jn

((−i)(V (x)− V (y))))ρn(x− jn, y − jn)|x〉〈y|
∣∣∣∣∣

∣∣∣∣∣

=

∣∣∣∣∣

∣∣∣∣∣
∑

x,y∈supp ρn

((−i)(V (x+ jn)− V (y + jn))))ρn(x, y)|x+ jn〉〈y + jn|
∣∣∣∣∣

∣∣∣∣∣ .

Now, if |(−i)(V (x+ jn)− V (y + jn))| ≤ 1
n

for each (x, y) ∈ supp(ρn) then by definition of the
Hilbert Schmidt inner product it holds that

∣∣∣∣∣

∣∣∣∣∣
∑

x,y∈supp ρn

((−i)(V (x+ jn)− V (y + jn)))ρn(x, y)|x+ jn〉〈y + jn|
∣∣∣∣∣

∣∣∣∣∣

2

=
∑

x,y∈supp ρn

|((−i)(V (x+ jn)− V (y + jn))))ρn(x, y)|2

≤ 1

n2

∑

x,y∈supp ρn

|ρn(x, y)|2 ≤ 1

n2
.

It follows that ||EV (ρn(· − jn))|| ≤ 1
n

upon such a choice of jn, which finished the proof.

In the following sections, we will see how both of the two inclusions in Theorem 6.1 are in
general strict.

Furthermore, one can see in Figure 3 how it seems as if the random field generally pushes
eigenvalues vertically as would be the straightforward generalization of the theorem by Kunz and
Soulliard [79]. However, the effect is much stronger in the bulk of the spectrum, whereas close
to {0} it does not seem as if the spectrum changes. A model that describes this phenomenon
which is exactly solvable (even without the theory we have developed) is the following.

6.1 Exactly solvable model with random potential

Define on the Hilbert space `2(Z) the Lindbladian byH = 0 and Lindblad operators Lk = |k〉〈k|.
Then for any i, j ∈ Z we have that

L0(|i〉〈j|) = G
∑

k

|k〉〈k||i〉〈j||k〉〈k| − 1

2
{|k〉〈k|, |i〉〈j|} = G (|i〉〈i| δi,j − |i〉〈j|) .

This means that all states of the form |i〉〈j| are eigenvalues with eigenvalue −G if i 6= j and
0 if i = j. In particular, all states of the form |i〉〈i| for i ∈ Z are steady states. We conclude
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that σ (L0) = {0,−G}. Notice that in this case, we do have trace-class steady states in infinite
volume.

To use the Lindblad analogue of Kunz–Soulliard we first need to consider the numerical
range of L0. However, L0 is normal (indeed self-adjoint). That means that the numerical range
is the convex hull of the spectrum i.e. [−G, 0].

We can find the exact spectrum of the model in a random potential by noticing that

L(|i〉〈i|) = 0 + EV (|i〉〈i|) = (V (i)− V (i)) |i〉〈i| = 0

as well as

L(|i〉〈j|) = −G |i〉〈j| + EV (|i〉〈j|) = −G |i〉〈j|+ i(V (i)− V (j)) |i〉〈j| .

Hence the spectrum σ (L) = {−G + λ i[−1, 1]} ∪ {0} . Notice, how this is an example where
both inclusions in Theorem 6.1 are strict. In the case at hand we can see that this happens
because L leaves both the diagonal and off-diagonal subspaces of HS(`2(Z)) ∼= `2(Z2) invariant.
The potential EV is zero on the diagonal part and therefore only the spectrum of the off-diagonal
can be extended by V .

In the case of H = −∆ the two subspaces get mixed, the effects are more complicated and
rigorous guarantees are harder to obtain. This is the aim of the next section.

6.2 Improving the upper bound on the spectrum

In the following, we prove an upper bound for the Anderson model with local dephasing. The
model recently attracted attention in [83, 84]. In the following, we use the model to exemplify
how we can use a new method to prove a non-trivial upper bound to the spectrum using the
numerical range.

Theorem 6.2. Consider the Anderson model H = −∆̃ + V with local dephasing defined in
(33). Then for any ρ ∈ HS(H) with ‖ρ‖2 = 1 such that

∑

x∈Z
|ρ(x, x)|2 = a ∈ [0, 1]

it holds that

〈ρ,Lρ〉 ∈ Ga+ 〈ρ, EV ρ〉+ 〈ρ, T ρ〉 ∈ G(a− 1) + i[f(a, λ), f(a, λ)]

with f defined by f(a, L) = 4
(
1− a+ 2

√
a
√

1− a
)

+ (1− a)λ. It follows that

σ(L) ⊂
⋃

a∈[0,1]

(G(a− 1) + i[f(a, λ), f(a, λ)]) .

We have plotted the upper bound to the spectrum in Figure 7.
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Proof. We first rewrite L using Theorem 3.8.

L = L0 + EV =

∫ ⊕

[0,2π]

T (q)dq +

∫ ⊕

[0,2π]

F (q)dq + EV = T + F + EV .

Again, we want to use the upper bound to the spectrum given the numerical range σ(L) ⊂
W (L), so we try to bound the numerical range of each term. So let ρ ∈ HS(H) with ‖ρ‖2 = 1.
Notice first how that identity looks in our two pictures: Define |ρ(q)〉 = (F1 ◦ C ◦ vec(ρ))(q) ∈
`2(Z) Since (F1 ◦ C ◦ vec(ρ)) is an isometric isomorphism it follows that

1 = ‖ρ‖2
2 =

∑

x,y∈Z
|ρ(x, y)|2 =

∑

n∈Z

∫ 2π

0

|〈ρ(q)|n〉|2dq.

Explicit calculation yields that

|ρ(q)〉 =
1√
2π

∑

x,y∈Z
ρ(x, y)e−iqx |y − x〉,

which again means that

〈0|ρ(q)〉 =
∑

x ∈Z
ρ(x, x)e−iqx.

So it follows that
∫ 2π

0

|〈ρ(q)|0〉|2dq =
∑

x∈Z
|ρ(x, x)|2 = a,

where a ∈ [0, 1] is a real number that indicates how classical ρ is. Notice that then∑
x,y|x 6=y |ρ(x, y)|2 = 1− a. Now, we go term by term. For the first term, we estimate

〈ρ, EV ρ〉 = Tr

( ∑

x,x′,y,y′∈Z
ρ(x′, y′)|x′〉〈y′| i(V (x)− V (y))ρ(x, y)|x〉〈y|

)

= i
∑

x,y|x 6=y
|ρ(x, y)|2(V (x)− V (y)) ∈ i[−(1− a)λ, (1− a)λ]

since V is supported in [0, λ]. Notice that the more classical a state is the less it is affected
by an external field.

For the T (q) term we know from (34) in the proof of Proposition 5.1 that T (q) is tridiagonal
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with α, β, γ on the diagonals such that α(q) = −γ(q) and that β(q) = β is constant. Then

〈ρ, T dqρ〉 = 〈ρ,
∫ ⊕

[0,2π]

T (q)dqρ〉 =

∫ 2π

0

〈ρ(q), T (q)ρ(q)〉dq

=
∑

n∈Z

∫ 2π

0

〈ρ(q)|n〉(α(q)〈n+ 1|ρ(q)〉

+ β(q)〈n|ρ(q)〉+ γ(q)〈n− 1|ρ(q)〉)dq

= β(q)
∑

n∈Z

∫ 2π

0

|〈n|ρ(q)〉|2dq

+
∑

n∈Z
2i

∫ 2π

0

Im (γ(q)〈ρ(q)|n〉〈n− 1|ρ(q)〉) dq

= β(q) +
∑

n∈Z
2i

∫ 2π

0

Im (γ(q)〈ρ(q)|n〉〈n− 1|ρ(q)) dq.

We want to bound the second term. Define the sequence lq,n = 〈ρ(q)|n〉. And let l≥jq,n = lq,n11n≥j
and similarly with l≤jq,n. Using Cauchy–Schwarz in a few different spaces we obtain
∣∣∣∣∣
∑

n∈Z

∫ 2π

0

Im
(
γ(q)lq,nlq,n−1

)
dq

∣∣∣∣∣ ≤ ‖γ‖∞
∫ 2π

0

∣∣∣∣∣
∑

n∈Z
lq,nlq,n−1

∣∣∣∣∣ dq

≤ ‖γ‖∞
∫ 2π

0

∣∣∣∣∣
∑

n≤−1

lq,nlq,n−1

∣∣∣∣∣+

∣∣∣∣∣
∑

n≥2

lq,nlq,n−1

∣∣∣∣∣

+
∣∣lq,0lq,−1

∣∣+
∣∣lq,1lq,0

∣∣ dq

≤ ‖γ‖∞
∫ 2π

0

∥∥l≤−1
q

∥∥
2

∥∥l≤−2
q

∥∥
2

+
∥∥l≥1
q

∥∥
2

∥∥l≥2
q

∥∥
2

+
∣∣lq,0lq,−1

∣∣+
∣∣lq,1lq,0

∣∣ dq

≤ ‖γ‖∞


1− a+

√∫ 2π

0

| 〈ρ(q)|0〉|2dq (‖lq,−1‖2 + ‖ lq,1‖2)




≤ ‖γ‖∞
(
1− a+ 2

√
a
√

1− a
)
.

Notice that in particular, this vanishes as a → 1, i.e. for classical ρ. Notice also that in our
case of interest β(q) = −G and ‖γ‖∞ = 2 yielding the second part of the bound.

For the F (q) = |ΓL〉〈ΓR| we obtain

〈ρ,
∫ ⊕

[0,2π]

|ΓL〉〈ΓR|dqρ〉 =

∫ 2π

0

〈ρ(q)|ΓL〉〈ΓR|ρ(q)〉dq.

Thus, in the case where |ΓL〉〈ΓR| = G|0〉〈0| in which case the term becomes

G

∫ 2π

0

|〈ρ(q)|0〉|2dq = G
∑

x∈Z
|ρ(x, x)|2 = Ga.
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Figure 7: The numerical spectrum of the dephasing Lindbladian L in a random potential studied
in Section 6.2 for N ∈ {10, 30, 50, 70}, G = 2, V = 5 along with the analytically calculated
upper bound for the numerical range (and therefore the spectrum) sketched. Notice the line
with real part close to −1 which is consistent with, but not predicted by our analysis. Notice
further how it seems that the spectrum does not extend much when the real part is less than
1.

Notice that Re(〈ρ,Lρ〉) = G(a − 1) = Re(〈ρ,L0ρ〉). This means that the states as seen
from the numerical range get more classical closer to 0. This also implies the absence of a
non-classical eigenvalue since one would then be able to find it in the numerical range. Thus,
for the dephasing model, we see that the long-lived states are the classical even in the presence
of an external (random) potential. In other words, the states that survive longest are very
diagonal so we see very explicitly how the dephasing noise suppresses coherences something
which was also noted for a simpler model in Chapter 8 of [85].

6.3 Further discussion of spectral effects of random potentials

Spectra of random Lindbladians have been studied in random matrix theory approaches in for
example [78]. There a lemon-like shape of the spectrum was found. This shape is reminiscent
of the spectrum in both Figure 3 and Figure 7 where there seems to be a tendency that the
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spectrum close to 0 extends less in the direction of the imaginary axis. This is also mimicked in
the exactly solvable example in Section 6.1 and the discussion in the previous section. Further-
more, inspecting the non-random spectrum with and without the perturbation one can see how
there is a similar phenomenon with eigenvalues jumping from the bulk of the non-Hermitian
spectrum and down to the real line [22]. An analytical explanation stemming from the sym-
metries of the Lindbladian is given in [26]. The one also sees in a corresponding RMT model
[28] and the previous example indicates a mechanism for this behaviour.

7 Discussion and further questions

We believe that the methods developed here can be applied to many one-particle open
quantum systems of Lindblad form. In particular, we believe that many of our results generalize
to Zd for d ≥ 1. Further, directions for the study could be many-body systems – in fact the
model with non-normal Lindblad operators we studied in Section 5.2 is already a candidate
for many-body localization in the many-body setting [86]. A simple example where the number
of particles is not fixed could be to have a Lindbladian where the particle number can only
decrease. If the system starts with one excitation, such models are used to describe the transport
of an excitation during photosynthesis [6]. This would be one way to study the dynamics of
similar systems which are not as intimately related to the spectra of L as discussed in Section
2.2. Another approach could be through the transport in the steady state as is for example
done for a non-random system in [87]. A system that is almost within our framework, where
transport in the steady state is studied is discussed in [88].

We have also seen how the quantum-jump terms increase the number of real eigenvalues,
this effect was also observed in [22]. We can now explain the phenomenon corresponding to
our first example in that case. For finite-dimensional systems an explanation was given using
symmetries of the Lindbladian in [26, Appendix B.9]. The proof there relies on some rather old
results, so it would be of value to obtain a self-contained proof. Along this line of investigation,
one could try to obtain results on the density of states. Since relatively many eigenvalues are
confined to the real line the density of states will potentially be challenging to define.

Furthermore, we have seen how the spectrum for the finite size numerics in some cases
matches the analytic results for all of Z fairly well. This we have given an explanation of in
Theorem 4.5, but it still remains to give a proof of ([66, Conjecture 7.3]), both in general and
in our cases of interest. As shown by the examples in Figures 5 and 6 it will be important in
that regard to use periodic boundary conditions, as it is the case in the corresponding question
for Laurent operators compared to Toeplitz operators in [89].

Another direction of investigation is to expand on the spectral theory of Lindblad operators
in a random potential and possibly prove a stronger lower bound to Theorem 6.1. In the
self-adjoint case the spectrum and dynamics of the Hamiltonian in infinite volume are related
through the RAGE theorem [2, 3, 4] much closer related than what we can prove for L. Such a
relation is probably difficult to recover since the notion of continuous spectrum breaks down in
the non-normal case. However, we can still define the point spectrum of L to be spectrum that
corresponds to normalizable eigenvectors. In that case, we can ask, in analogy with the case
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of the Anderson model, whether for large enough strength of the random potential λ it is the
case that σ(L) has only point spectrum, in the sense of exponentially decaying (normalizable)
eigenfunctions.
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A Appendix

In the appendix, we provide some of the technicalities that we have postponed from the main
part for clarity.

A.1 Remarks on spectral independence of Lindblad operators

Let us make some further remarks on the spectrum of Lindblad operators as an operator on the
different Schatten spaces Sp. If an operator A is bounded on all Schatten spaces consistently,
i.e. A ∈ B(Sp) for all 1 ≤ p ≤ ∞. Then we say that A satisfies spectral independence if for all
1 ≤ p, q ≤ ∞ it holds that

σB(Sp)(A) = σB(Sq)(A).

In words this means that the spectrum of A is independent of which Banach algebra B(Sp). To
show how involved the situation is we start with the following remark.

Remark A.1. Consider the Lindbladian with H = V for some onsite operator V =
∑

i V (i)|i〉〈i|
and the dissipative part is 0. In that case L(ρ) = −i[V, ρ]. It holds that L(|i〉〈j|) = −i(V (i)−
V (j))(|i〉〈j|) for each i, j ∈ N. Thus, from one point of view, L is a Schur multiplier with
the matrix with (i, j)’th index −i(V (i) − V (j)). If supi |V (i)| < ∞ then the Schur multiplier
with bounded coefficients. In [48] an example of a Schur multiplier with bounded coefficients,
although not of this form, that does not map trace class operators to trace class operators is
given.

However, the operator discussed in [48] is very far from having Lindblad form which is a
much stronger condition. Therefore, we can ask under which assumptions, for example, locality
of the Lindblad operators, that spectral independence holds.

6. Spectra of Generators of Markovian Evolution

298



Question A.2. Suppose that H =
∑

i hi and such that hi, Lk have range bounded uniformly by
some constant. Is σSp(L) independent of p?

In particular, in the case L(ρ) = −i[V, ρ] where V |x〉 = V (x)|x〉 such that |V (x)| ≤ 1 is it
the case that σSp(L) is independent of p?

In particular, we are concerned with the case L(ρ) = −i[H, ρ] where H = −∆ +V for some
diagonal non-translation-invariant potential V as an operator from Sp to Sp (i.e. V could be a
random potential, that we will study later). Here ∆ is the discrete Laplacian (in Dirac notation
elaborated on at the beginning of Section 3) defined by

H = −∆ = −
∑

k∈Z
|k〉〈k + 1| + |k + 1〉〈k| − 2 |k〉〈k| , (41)

where |k〉 is the position eigenstate at site k ∈ Z.
It is natural to conjecture that σSp (L) is independent of p ∈ [1,∞], but this is beyond our

current methods. However, we do present some partial results.

Proposition A.3. Suppose that 1 ≤ p ≤ p′ ≤ ∞ are Hölder conjugates, 1
p

+ 1
p′ = 1 and that

L ∈ B(Sp) and L ∈ B(Sp′). Then L ∈ B(Sq) for all p ≤ q ≤ p′ and it holds that

σSq(L) ⊂ σSp(L) ∪ σSp′ (L).

Proof. The first claim follows directly from the non-commutative Riesz-Thorin theorem (The-
orem 2.1). For the second claim notice that if z 6∈ σSp(L) ∩ σSp′ (L) then (L − z)−1 is bounded
both from Sp to Sp and from Sp′ to Sp′ . Again, by the non-commutative Riesz-Thorin theorem
this means that (L− z)−1 is bounded from Sq to Sq for all q ∈ [p, p′] and so z 6∈ σSq(L) and we
are done by contraposition.

In fact, we can say a bit more using the Lindblad form. Let us start with the following
lemma proving that the spectrum is invariant under complex conjugation in our infinite volume
setting.

Lemma A.4. Suppose that L is of the Lindblad form (1) and that (A1) holds. Then for all
p ∈ [1,∞] it holds that σSp(L) is closed under complex conjugation

σSp(L) = σSp(L).

Proof. Suppose first that λ ∈ σappt,Sp(L) there exists a sequence {ρn}n∈N ⊂ Sp(H) where

‖(L − λ)(ρn)‖p → 0.
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Then consider the modified Weyl sequence {ρ∗n}n∈N which satisfies that ‖ρ∗n‖p = ‖ρn‖p = 1.

This is a Weyl sequence for λ̄ since

∥∥(L − λ̄)(ρ∗n)
∥∥
p

= ‖((L − λ)(ρn))∗‖p = ‖(L − λ)(ρn)‖p → 0.

We conclude that λ̄ ∈ σappt,Sp(L) ⊂ σSp(L).
Now, assume that λ 6∈ σappt,Sp(L). Let p′ be the Hölder conjugate of p and consider L† :

Sp′ → Sp′ be the Banach space adjoint of L : Sp → Sp. It holds that λ ∈ σres,Sp(L) =

σp,Sp′ (L†) = σp,Sp′ (L̃)3,where σp,Sp′ here denotes the point spectrum in the algebra Sp′ . Thus,

there exists an operator X ∈ Sp′ such that L̃(X) = λX which implies that L̃(X∗) = L̃(X)∗ =
λ̄X∗ and thus λ̄ ∈ σp,Sp′ (L̃) = σres,Sp(L) ⊂ σSp(L) which means that λ̄ ∈ σSp(L).

Now, we collect the results in the following theorem using that L and L̃ on Sp and Sp′ are
(Banach)-adjoints.

Theorem A.5. Suppose that 1 ≤ p ≤ p′ ≤ ∞ are Hölder conjugates, 1
p

+ 1
p′ = 1 and that

L ∈ B(Sp) and L ∈ B(Sp′). Then L ∈ B(Sq) for all p ≤ q ≤ p′ and it holds that

σSq(L) ⊂ σSp(L) ∪ σSp′ (L) = σSp(L) ∪ σSp(L̃).

In obtaining Theorem A.5 we did not use Lemma A.4 and therefore we did not use the
property L(ρ∗) = L(ρ)∗. A way to improve the Theorem A.5 would be to settle the following
question positively.

Question A.6. Suppose that L is of the Lindblad form (1) and that (A1) holds. Is it then the
case that

σSp(L) = σSp(L̃)?

In that case, (which we consider fairly natural since it is true in finite dimensions) we
would then obtain that for any 1 ≤ p ≤ q ≤ 2 σSq(L) ⊂ σSp(L) as well as the reverse inclusion
in the case 2 ≤ q ≤ p ≤ ∞. In particular, it would hold that σS2(L) ⊂ σS1(L) meaning that
our lower bounds to σS2(L) would be lower bounds to σS1(L).

A.2 Proof of Lemma 2.2

We prove that L ∈ B(B(H)). It is easy to see that by (A1) the commutator and anti-
commutator terms in the Lindbladian are bounded. Thus, we are left with the operator J
defined by J (X) =

∑
k LkXL

∗
k.

3One may argue that the Banach space adjoint of L has the adjoint Lindblad form, that is L† = L̃ as follows.
Every Sp′ = S ′p since every A ∈ Sp′ defines a linear functional on Sp through A(ρ) = 〈A, ρ〉HS for every ρ ∈ Sp.

Then for every A ∈ Sp′ , ρ ∈ Sp it holds that L†(A)(ρ) = A(L(ρ)) = 〈A,L(ρ)〉HS = 〈L̃(A), ρ〉HS = L̃(A)(ρ).
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Let N be the weak limit of
∑

k LkL
∗
k. By assumption ‖N‖∞ < ∞. Since

∑
k LkL

∗
k is also

self-adjoint it follows by the spectral radius theorem for every |x〉 ∈ H that

∑

k

‖ L∗k|x〉 ‖2 =
∑

k

〈x| , LkL∗k|x〉 = 〈x| ,
∑

k

LkL
∗
k|x〉 ≤ ‖N‖∞‖x‖

2.

Then consider X ∈ B(H) with X ≥ 0. Then X = AA∗ for some A ∈ B(H) and it holds that

∑

k

LkXL
∗
k =

∑

k

LkAA
∗L∗k

is a sum of positive operators and therefore positive. We bound the norm

〈x|,
∑

k

LkAA
∗L∗k|x〉 =

∑

k

〈x|, LkAA∗L∗k|x〉 =
∑

k

‖A∗L∗k|x〉‖2 ≤
∑

k

‖A∗ ‖2 ‖L∗k|x〉‖2

≤ ‖A∗ ‖2‖N‖∞‖x‖
2.

Again, by self-adjointness of
∑

k LkAA
∗L∗k the spectral radius theorem holds and therefore if

the numerical range is bounded then so is the norm. We conclude that
∥∥∥∥∥
∑

k

LkAA
∗L∗k

∥∥∥∥∥ ≤ ‖A‖
2‖N‖∞.

Now, for any element X ∈ B(H) we write X = P1 − P2 + iP3 − iP4 where P1, P2, P3, P4

are all positive and satisfy ‖Pi‖ ≤ ‖X‖ for each i = 1, . . . , 4 (see [90, Theorem 11.2 and 9.4]).
Then

‖J (X)‖ ≤ 4‖X‖‖N‖∞,

where we also used the C∗-identity since we could write Pi = AiA
∗
i and that it holds that

‖Ai‖2 = ‖AiAi∗‖ = ‖Pi‖ ≤ ‖X‖.

We conclude that J as an operator on B(H) has a norm bounded by 4‖N‖∞.

A.3 Measurability in the proof of Theorem 3.12

In this appendix, we prove that for each fixed n ∈ N there exists a measurable choice of the
vectors q 7→ vq,n in the proof of Theorem 3.12. We do that with inspiration from [91] and let
{am}m∈N be a countable dense subset of H which does not contain 0. Then define bm = am

‖am‖ .

Recall that In is a set such that |In| > 0 with ‖(A(q)− λ)−1‖ ≥ n. Now, consider the function
N : In → N defined by

N(q) = min
{
m ∈ N |

∥∥(A(q)− λ)−1bm
∥∥ ≥ n

2

}
.
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Notice that N is well-defined since (A(q) − λ)−1 is bounded and hence continuous and by
density of {am}m∈N. We claim that N is also B (In) − P(N) measurable, where B (In) is the
Borel σ-algebra on In. To see that, notice first that since q 7→ (A(q)− λ)−1 is measurable then
also q 7→ ‖(A(q)− λ)−1bm‖ will be measurable for each m. Thus, the set

{
q ∈ In |

∥∥(A(q)− λ)−1bm
∥∥ ≥ n

2

}

is measurable. Now, it holds that

N−1({1, . . . , k}) =
k⋃

m =1

{
q ∈ I |

∥∥(A(q)− λ)−1bm
∥∥ ≥ n

2

}

and this is sufficient to prove measurability of N . Now, since any function from (N,P(N)) to
any measure space is measurable and compositions of measurable functions are measurable it
holds that q 7→ bN(q) is measurable. We then pick vq,n = bN(q).

A.4 Proof of Theorem 3.13

Proof. We use the characterisation from Theorem 3.12. Whenever λ 6∈ σ(A(q)) define the
resolvent R(q) = (A(q) − λ)−1. Then if both R(p), R(q) exist it follows from the resolvent
equation that

| ‖R(p)‖ − ‖R(q)‖| ≤ ‖R(p)‖ ‖A(p)− A(q)‖ ‖R(q)‖. (42)

”⊂”: We prove the following stronger assertion.

Claim A.7. For any p0 ∈ [0, 2π] and ε > 0 it holds that

σε(A(p0)) ⊂
ess⋃

p∈[0,2π]

σ2ε(A(p)). (43)

Let us first prove the claim.

Proof of Claim. To prove the claim, let λ ∈ σε(A(p0)).
Case 1: Suppose first that λ 6∈ σ(A(p0)). This means that 1

ε
≤ ‖ R(p0)‖ < ∞. Suppose

that ‖R(p0)‖ ≤ K <∞. Assume for contradiction that there is a sequence pn → p0 such that
‖R(pn)‖ → ∞. By continuity (cf. Lemma A.10) there exists a δ > 0 such that ‖A(p)− A(q)‖ ≤

1
2K

as long as |p− q| < δ. If we pick N such that |pn − p0| < δ for n ≥ N this means that

| ‖R(p0)‖ − ‖R(pn)‖| ≤ ‖R(p0)‖ ‖A(p0)− A(pn)‖ ‖R(pn)‖ ≤ ‖R(pn)‖
2K

.

Thus, ‖R(pn)‖
2

≤ ‖R(p0)‖ and hence ‖R(p0)‖ =∞ which is a contradiction. We conclude that
there exists a γ > 0 such that supp:|p−p0|≤γ ‖R(p)‖ ≤ K2 < ∞. Thus, the resolvent bound
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(42) ensures that there is an θ > 0 such that if |p− p0| ≤ θ then ‖R(p)‖ ≥ 1
2ε

. This means
that λ ∈ σ2ε(A(p)) for all p with |p− p0| ≤ θ. Again this implies that λ ∈ ⋃ess

p∈[0,2π] σ2ε(A(p)),

proving the claim in the case λ 6∈ σ(A(p0)).
Case 2: Now, let λ ∈ σ(A(p0)) ⊂ σε(A(p0)). Absorb λ into A for ease of notation. Now,

suppose that (pn)n∈N is a sequence converging to p0 and assume that ‖R(pn)‖ ≤ C uniformly
in n. Then

| ‖R(pn)‖ − ‖R(pm)‖| ≤ ‖R(pn)‖ ‖A(pn)− A(pm)‖ ‖R(pm)‖ ≤ C2‖ A(pn)− A(pm)‖,

so the sequence (R(pn))n∈N is Cauchy and hence convergent to some R0. It holds by norm
continuity that

‖R(pn)A(p0)− 11‖ = ‖R(pn)(A(p0)− A(pn))‖
≤ ‖R(pn)‖ ‖A(p0)− A(pn)‖ ≤ C ‖A(p0)− A(pn)‖ → 0.

Similarly,‖A(p0)R(pn)− 11‖ → 0. Since further

‖R0A(p0)− 11‖ ≤ ‖R(pn)A(p0)− 11‖ + ‖R0 −R(pn)‖ ‖A(p0)‖ → 0,

we conclude that R0A(p0) = 11 and similarly A(p0)R0 = 11. This contradicts that A(p0)
is invertible. So we conclude that no such sequence pn exists. Hence for our given ε > 0
there is a δ > 0 such that ‖R(p)‖ ≥ 1

ε
for every p ∈ [p0 − δ, p0 + δ]. This means that

λ ∈ ⋃ess
p∈[0,2π] σ2ε(A(p)).

So we conclude that for all ε > 0 it holds that

σε(A(p0)) ⊂
ess⋃

p∈[0,2π]

σ2ε(A(p)) (44)

and therefore by Theorem 3.12

σ(A(p0)) ⊂
⋂

ε>0

σε(A(p0)) ⊂
⋂

ε>0

ess⋃

p∈[0,2π]

σ2ε(A(p)) = σ

(∫ ⊕

[0,2π]

A(p)dp

)

Since this holds for any p0 ∈ [0, 2π] we have proven one inclusion.

”⊃”: For the converse let λ ∈ ⋂ε>0

(⋃ess
q∈I σε(A(q))

)
. Suppose for contradiction that

λ 6∈ σ(A(q)) for any q ∈ I. It then follows from the resolvent bound (42) that the function
N : I → R defined by N(q) = ‖(A(q)− λ)−1‖ is continuous. Now,

Sn =
{
q ∈ I | λ ∈ σ 1

n
(A(q))

}
=
{
q ∈ I |

∥∥ A(q)− λ)−1
∥∥ ≥ n

}
= N−1 ([n,∞)) .

Since N is continuous and [n,∞) is closed we must have that Sn is closed. Further, we must
have that Sn ⊂ Sn−1 and that Sn is non-empty for each n ∈ N. Thus, by the finite intersection
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property (since I is compact) it holds that
⋂
n∈N Sn is non-empty. So let q0 ∈ Sn for each n ∈ N.

Then ‖(A(q0)− λ)−1‖ ≥ n for all n ∈ N and thus λ ∈ σ(A(q0)) which is a contradiction. So we
conclude that λ ∈ σ(A(q)) for at least one q ∈ I and then λ ∈ ⋃q∈I σ(A(q)).

A.5 Spectrum of rank-one perturbation of Laurent operators

In this appendix, we prove the following relation that was used in the proof of Corollary
3.15.

σ(T (q) + F (q)) = σ(T (q)) ∪
{
λ ∈ C | 〈ΓR|(T (q)− λ)−1|ΓL〉 = −1

}
.

” ⊃: ” From the proof of Corollary 3.14 we saw that σ(T (q)) ⊂ σ(T (q) + F (q)). So let
λ 6∈ σ(T (q)) and 〈ΓR|(T (q)− λ)−1|ΓL〉 = −1. Assume for contradiction that T (q) + F (q)− λ
is invertible. Let for ease of notation T = T (q)− λ. Then the resolvent equation states that

1

T + |ΓL〉〈ΓR|
=

1

T
− 1

T + |ΓL〉〈ΓR|
|ΓL〉〈ΓR|

1

T
. (45)

Suppose that 〈ΓR| 1T |ΓL〉 = −1 then multiplying with |ΓL〉 from the right yields that T−1|ΓL〉 =
0, which is a contradiction.

” ⊂: ” Assume that T is invertible and that 〈ΓR| 1T |ΓL〉 6= −1. It is then straightforward to
check that the following operator is well defined and an inverse to T + |ΓL〉〈ΓR|

1

T
− 1

〈ΓR| 1T |ΓL〉 + 1

1

T
|ΓL〉〈ΓR|

1

T
,

so we conclude that T + |ΓL〉〈ΓR| is invertible.

A.6 Resolvent norm estimates

Proof of Lemma 4.11. First, supz∈V ‖(T (q)− z)−1‖ ≤ C < ∞ for some C > 0 To see
that let zn ∈ V be a sequence such that ‖(T (q)− zn)−1‖ → ∞. Since V̄ is compact then zn
has a convergent subsequence and it holds that zn → z0 with ‖(T (q)− z0)−1‖ = ∞, hence
z0 ∈ σ(T (q)) which is a contradiction to the construction of V .

Second, we show supz∈V,n∈N ‖(T (qn)− z)−1‖ ≤ C <∞. We first need the following claim.

Claim A.8. For any z ∈ V then

sup
n∈N

∥∥(T (qn)− z)−1
∥∥ <∞

6. Spectra of Generators of Markovian Evolution
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Proof. Suppose for contradiction that

sup
n∈N

∥∥(T (qn)− z)−1
∥∥ =∞

Then for every ε > 0, there is a n large enough such that for a subsequence

z ∈ σε(T (qn)) ⊂
ess⋃

q∈[0,2π]

σ2ε(T (q)),

where the inclusion follows from (44). Thus,

z ∈
⋂

ε>0

ess⋃

q∈[0,2π]

σ2ε(T (q)) =
⋃

q∈[0,2π]

σ(T (q)),

which is a contradiction.

Claim A.9. supz∈V,n∈N ‖(T (qn)− z)−1 ‖ ≤ C <∞

Proof. Assume first for contradiction that supz∈V,n∈N ‖(T (qn)− z)−1‖ = ∞. Then find a
subsequence (qn, zn) such that ‖(T (qn)− zn)−1‖ → ∞, by compactness of V̄ and [0, 2π] a
suitable subsubsequence converges to some point (q0, z0) ∈ [0, 2π]× V .

Assume now for contradiction that ‖(T (q0)− z0)−1‖ < ∞ For any (q, z) ∈ [0, 2π] × V it
follows by the resolvent equations that

∣∣∥∥(T (q0)− z0)−1
∥∥ −

∥∥ (T (q)− z)−1
∥∥∣∣ ≤

∥∥(T (q0)− z0)−1 − (T (q)− z)−1
∥∥

≤
∥∥(T (q0)− z0)−1 − (T (q)− z0)−1

∥∥
+
∥∥(T (q)− z0)−1 − (T (q)− z)−1

∥∥
≤
∥∥(T (q0)− z0)−1

∥∥‖T (q0)− T (q)‖
∥∥ (T (q)− z0)−1

∥∥
+
∥∥(T (q)− z0)−1

∥∥|z − z0|
∥∥ (T (q)− z)−1

∥∥
≤ C‖T (q0)− T (q)‖+ C|z − z0|

∥∥ (T (q)− z)−1
∥∥.

Thus, for any z such that |z − z0| ≤ 1
2C

then we conclude for any q ∈ [0, 2π] that

∥∥(T (q0)− z0)−1
∥∥ ≥

∥∥(T (q)− z)−1
∥∥−

∣∣∥∥(T (q0)− z0)−1
∥∥ −

∥∥(T (q)− z)−1
∥∥∣∣

≥
∥∥(T (q)− z)−1

∥∥− C‖T (q0)− T (q)‖ − 1

2

∥∥ (T (q)− z)−1
∥∥

=
1

2

∥∥(T (q)− z)−1
∥∥− C‖T (q0)− T (q)‖.
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Thus, if (q, z) → (q0, z0) and ‖(T (q)− z)−1‖ → ∞ then ‖(T (q0)− z0)−1‖ = ∞ which is a
contradiction to ‖(T (q0)− z0)−1‖ <∞ and so we conclude that ‖(T (q0)− z0)−1‖ = ∞. That
means that z0 ∈ σ(T (q0)) since z0 ∈ V̄ this contradicts the construction of V and therefore
supz∈V,n∈N ‖(T (qn)− z)−1 ‖ =∞ and so the claim is proven.

For completeness, we write out the norm continuity of q 7→ T (q) in the case that is relevant
to us.

Lemma A.10. Let r ∈ N and T (q) be an r-diagonal Laurent operator with smooth functions
ai : [0, 2π]→ C on the i’th diagonal for −r ≤ i ≤ r. Then if q → qn it holds that

‖T (q)− T (qn‖ → 0.

Proof. The proof is a simple computation.

‖T (qn)− T (q)‖ =

∥∥∥∥∥
r∑

i=−r
(ai(q)− ai(qn))Si

∥∥∥∥∥ ≤
r∑

i=−r
|ai(q)− ai(qn)| → 0

as q → qn by continuity the functions ai.

A.7 Invertibility of bi-infinite tridiagonal Laurent matrices

In this appendix, we discuss the inversion of bi-infinite tridiagonal Laurent matrices.
In Corollary 3.15 we saw that the solutions to the equation

〈ΓR|(T (q)− λ)−1|ΓL〉 = −1

were part of the spectrum of L extending the spectrum of the non-Hermitian evolution.
In our applications, T (q)− λ is a tridiagonal Laurent operator and thus to find explicit ex-

pressions we need to evaluate matrix elements of the inverse of such a matrix. For a tridiagonal
operator with α, β and γ on the diagonal the symbol curve is given by

a(z) = αz−1 + β + γz, z ∈ T,

which is a (possibly degenerate) ellipse. Thus, the spectrum always forms a (possibly degener-
ate) ellipse in that case. In the cases where our Lindblad operators are supported on at most
two lattice sites, by Theorem 3.8 the corresponding Laurent operator will be tridiagonal.

If the matrix has α(q), β(q), γ(q) on the diagonals it will be useful to study the following
equation

α + βx+ γx2 = 0. (46)
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Figure 8: Plot of the absolute value of the two solutions to (46), for relevant parameters in the
dephasing model for G = 1 and λ = −0.5 + i.

In particular, we would like to know whether the two solutions λ1, λ2 to the equation satisfy
that

|λ1| < 1 < |λ2|.
To define square roots we will use the following convention.

Convention A.11. For any z ∈ C the two branches ±√z are defined such that Re(+
√
z) ≥ 0

and Re(−√z) ≤ 0. If Re( +
√
z) = 0 then we use the convention that Im(+

√
z) ≥ 0.

The following lemma will be useful. We also sketch the situation in Figure 8.

Lemma A.12. Let α, β, γ : S1 → C be continuous functions. Suppose that T (q) is a family
of tridiagonal Laurent matrices with α(q), β(q), γ(q) on the diagonals, which is invertible for all
q. Assume further that γ(q) = 0 for at most one q and that there exists q0, q1 such that

|α(q0)| ≥ |γ(q0)| and |α(q1)| ≤ |γ(q1)|.
Let λ1(q), λ2(q) be the two solutions of α(q) +β(q)x+ γ(q)x2 = 0 such that |λ1| ≤ |λ2|. Then

for all q

|λ2(q)| < 1 < |λ1(q)|.
Proof. For all q such that γ(q) 6= 0 we can find the roots as

λ± = − β

2γ
±
√(

β

2γ

)2

− α

γ
, (47)
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where we used the convention. From Vieta’s formula, we also know that λ+λ− = α
γ
. Notice

that since we have assumed that T (q) is invertible we know that |λ+| and |λ−| are never equal
to 1.

Thus, for at least one q0 it holds that |λ+λ−| ≥ 1. That means either |λ1(q0)| ≥ |λ2(q0)| ≥ 1
or |λ1(q0)| < 1 < |λ2(q0)| . Similarly since for at least one q1 it holds that |λ+λ−| ≤ 1 this
means that either |λ1(q1)| < 1 < |λ2(q1)| or |λ1(q1)| ≤ |λ2(q1)| < 1 .

Now, since the solutions are given by equation (47) it means that λ−(q), λ+(q) are continuous
functions of p as long as γ(q) 6= 0 which happens in at most one point q2. Since S1\{q2} is
connected the image of the set under the map p 7→ (λ−(q), λ+(q)) is still connected. Since we
have the properties for the points q0 and q1 and we at the same time never have eigenvalues
with absolute value 0 it must mean that we are in the case

|λ1(q)| < 1 < |λ2(q)|

for all q 6= q2. For q = q2 we have the equation α(q2) + β(q2)x = 0.

Knowledge about the modulus of the solutions can be transferred into explicitly knowing
the inverse of the operator. The two solutions λ± are defined through (47) using Convention
A.11. However, to be able to deal with the solutions with largest and smallest absolute values
define λ1, λ2 such that {λ1, λ2} = {λ+, λ−} and |λ2| ≤ |λ1|. Whether λ+ is equal to λ1 or λ2

will introduce a sign in the following lemma. This we write as (−1)11[|λ−| <1<|λ+| ] where 11 is
the indicator function. Finally, we note that for finite size matrices, the problem of inverting
Laurent operators is a lot more intricate and has been studied in [92]. For related results see
[93, Chap 3].

Lemma A.13. Suppose that T is an invertible tridiagonal Laurent operator with α, β, γ on
the diagonals and such that γ 6= 0. Let λ± be given by (47) and λ1, λ2 as above. Assume that
|λ2| < 1 < |λ1| as is for example ensured by Lemma A.12. Then for k ≥ 0 it holds that

〈n| T−1 |n+ k〉 =
(−1)11[|λ−| <1<|λ+| ]

λk1
√
β2 − 4αγ

as well as 〈n| T−1 |n− k〉 =
λk2(−1)11[|λ−| <1<|λ+| ]

√
β2 − 4αγ

.

In particular, for k = 0 we have

〈n| T−1 |n〉 =
(−1)11[|λ−| <1<|λ+| ]

√
β2 − 4αγ

.

The proof is a rather standard computation that we repeat for completeness.

Proof. First, σ(T ) is the image of the symbol curve a(z) = αz−1 + β + γz for z ∈ T. Since T
is invertible it holds that a(z) 6= 0 for all z ∈ T and therefore, using Theorem 3.3, the symbol
curve of the inverse is given by

1

a(z)
=

1
α
z

+ β + γz
=

z

α + βz + γz2
=

z

γ( α
γ

+ β
γ
z + z2)

.
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We can rewrite the denominator γ(z − λ+)(z − λ−) with

λ± =
−β
2γ
±
√(

β

2γ

)2

− α

γ
.

Notice that

λ+λ− =
α

γ
, λ+ + λ− = −β

γ
, and λ+ − λ− = 2

√(
β

2γ

)2

− α

γ
.

Now, the assumption |λ2| < 1 < |λ1| has implications on how we write this up as a geometric
series:

1

a(z)
=

z

γ(z − λ+)(z − λ−)
=

z

γ(λ1 − λ2)

(
1

z − λ1

− 1

z − λ2

)

=
z

γ(λ1 − λ2)

(
− 1

λ1

1

1− z
λ

− 1

z

1

1− λ2
z

)

=
z

γ(λ1 − λ2)

(
− 1

λ1

∞∑

n=0

(
z

λ1

)n − 1

z

∞∑

n=0

(
λ2

z
)n

)

=
1

γ(λ2 − λ1)

( ∞∑

n=1

(
z

λ1

)n +
∞∑

n=0

(
λ2

z
)n

)
.

From this formula, we can read off the coefficients. The computation

γ(λ2 − λ1) = (−1)11[|λ−| <1<|λ+| ] γ(λ+ − λ−) = (−1)11[|λ−| <1<|λ+| ]
√
β2 − 4αγ

proves the last formula. The formulas for k ≥ 1 then follow from reading off the coefficients.
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Exponential decay of coherences in open quantum

systems with large disorder

Frederik Ravn Klausen, Simone Warzel

Abstract

We consider the steady state of single-particle open quantum systems described by the
Lindblad master equation with local terms. For systems where the non-hermitian evolu-
tion is either gapped or strongly disordered, we show exponential decay of off-diagonal
matrix elements of any steady state in the position basis, e.g. exponentially decaying co-
herences. The gap exists whenever any level of local dephasing is present in the system.
In the case of sufficiently strong disorder (in the Hamiltonian) we also assume that the
inverse gap of the effective non-hermitian evolution increases at most polynomially in the
system size, a condition that is satisfied for a type of dissipation recently associated with
localization in open quantum systems. We describe how the result in the disordered case
can be viewed as an extension of Anderson localization to open quantum systems. Finally,
we bootstrap the result to get guarantees on the decoherence for averages of the finite
time evolution starting from any initial state.

1 Introduction

Open quantum systems describe the effective evolution of a quantum system coupled to an
external environment. Under natural assumptions, the evolution of open quantum systems is
governed by the Lindblad master equation [39, 29].

In this paper, we focus on local single-particle open quantum systems. These systems have
been extensively studied in the position basis, as highlighted in [56, 37, 22, 25, 34], and have
found wide applications, including in biology, where they have been employed to understand
dephasing-assisted transport [47].

One of the most intriguing quantum effects within the paradigm of single-particle closed
quantum systems is Anderson localization, first predicted by Anderson [7]. Rigorous results on
localization beyond the paradigm of (single-particle) random Schrödinger operators are limited
but exist [23, 10]. In the case of open quantum systems, an important result is a slow-down of
the dynamics from ballistic to diffusive [27]. In addition, the effect of disorder and relations to
localization open quantum systems has been an object of a recent study [55, 51, 54, 50].

The primary focus of this paper is to establish two key results pertaining to the decoherence
of steady states in Lindbladian models comprising local terms (cf. Assumption 2.4). First, if
there is any dephasing in the system (cf. Assumption 2.6), we prove that any steady state
of the system will exhibit exponentially strong decoherences with constants that are uniform
in the system size. Second, if we consider the Hamiltonian to be a random operator and the
norm of the resolvent of the non-hermitian evolution is polynomially bounded in system size
(cf. Assumption 2.5) then the same result holds for sufficiently large disorder. We also get a
bound on the (Abel-) averaged time evolution starting from any initial state.
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We note that these implications are standard in the single qubit case (cf. [45, 8.4.1]). The
result also resemble results on spectral gaps implying clustering of correlations for Liouvillians
that are for example discussed in [15, 33, 43, 30]. The relations between spectral gaps, their
closing in infinite volume and decoherence in time were also discussed in for example [14, 37]

Our methods rely heavily on the fractional moment approach to random Schrödinger operators
developed by Aizenman and Molchanov [2] and the technicalities are particularly inspired by
the work of Aizenman and Warzel on Anderson localization for multiparticle systems [3, 4].

It will be natural for us to split up the full Lindblad evolution in the non-hermitian evolution
and the quantum jump terms (see e.g. [19]). Surprisingly, we only require knowledge of the
non-hermitian evolution to obtain our bounds on the steady state. Therefore, the study of non-
hermitian Anderson models is in natural connection to our line of inquiry. One way of viewing
our results is that we provide conditions on the decay of fractional moments of resolvent of
the non-hermitian evolution that ensure decoherent steady states. Thus, we draw on intuition
from non-hermitian Anderson models studied in [31, 26, 6] and one can view our results and
methods as a motivation for studying those models.

In a sense, that we describe in Section 3, our result is a direct extension of Anderson lo-
calization to open quantum systems. Thereby, the result complements the work of Fröhlich
and Schenker [27] who discuss the evolution along the diagonal starting from the state |0〉〈0|,
whereas we discuss the evolution away from the diagonal in configuration space. Both results
are also related to the findings in [16].

Our results may also have implications for collapse theories of quantum mechanics introduced
in [28], as we rigorously demonstrate that macroscopic superpositions in the position basis are
very fragile. In other words, we demonstrate that single-particle cat states are impossible under
weak assumptions. Additionally, our findings contribute to the resource theories of coherence
[9, 44].

We emphasize that whenever all Lk are normal (i.e. L∗kLk = LkL
∗
k) then ρ∞ = 11

|Λ| is a steady

state, where |Λ| is the dimension of the system. Hence, our results are less surprising in those
cases, and the implications for the steady states are trivial. With that in mind, our first task,
after introducing the setup, is to provide motivating examples, some of which entail non-normal
Lk. These examples feature Lindblad operators that are non-normal and have been used in
dissipative engineering [52, 21]. Since all the examples have coherent steady states and one
might view our results as proving the limits of dissipative engineering. While we only study
properties of the single particle sector, we note that properties of the steady state sometimes
can be lifted from the single particle to a many-body setup (e.g. in [56, 18]). In the future, the
limits for dissipative engineering that we prove for single particle systems may be extended to
the dissipative preparation of topological states which is discussed in [11, 20, 34].

2 Setup and Examples

We consider a single-particle open quantum system. To avoid the mathematical complications
of infinite dimensional open quantum systems we will always be looking at finite, but arbitrarily
large, subsets Λ ⊂ Zd for d ≥ 1. We emphasize that everything in our setup works on (subsets
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of) amenable graphs, but we state it on subsets of Zd.
As in the study of Schrödinger operators, we mainly think of Λ as a subset of position space

and so we consider the finite-dimensional Hilbert space `2(Λ). We then consider evolution of
states, that is positive operators ρ ∈ B(`2(Λ)) with Tr(ρ) = 1. The generator of Markovian
evolution, henceforth the Lindbladian LΛ, describes the dynamics of states ρ ∈ B(`2(Λ)) and so
it is an operator on B(`2(Λ)). The Lindbladian has the following form, known as the Lindblad
master equation [39, 29],

ρ̇ = LΛ(ρ) = −i[H, ρ]− 1

2

∑

k

(L∗kLkρ+ ρL∗kLk) +
∑

k

LkρL
∗
k, (1)

where the sum is over finitely many k. The dynamics of a state in the open quantum system
is then described through the semi-group etL for any t > 0.

Steady states of the dynamics we denote by ρ∞ and they satisfy that ρ̇∞ = L(ρ∞) = 0. In
the finite-dimensional space we are working on, the existence of steady states is guaranteed [8,
Proposition 5], however, they might be non-unique (see e.g. [5] for discussions of these systems).
Our results hold for any steady state, regardless of whether we have uniqueness or not, so we
refrain from discussions about uniqueness and refer the interested reader to [46] and references
therein.

We will assume that H =
∑

n hn is a sum of finitely many local terms hn and that Lk are
local and elaborate on the locality assumptions in the next section.

Notice that, in finite dimensions, if all the Lk are normal then 11
|Λ| is a steady state, where |Λ|

is the number of lattice points in |Λ| and therefore the dimension of the system.

2.1 Example: Dissipative engineering

Dissipative engineering is the study of using carefully chosen dissipation as a method of
preparing quantum states. In the many-body case, examples of coherent states prepared by
dissipation are given in [52].

In this section, we give examples, that fit our setup of local single-particle Lindbladians LΛ

with Lindblad operators Lk. The examples were investigated from a spectral point of view in
one dimension in [37].

Here and in the following, we will also make extensive use of Dirac notation, even though it
has to be used with some care in the non-normal case. We single out (what we refer to as)
position basis. Notationally, we let |k〉 denote the vector in `2(Λ) with a 1 only at the site
k ∈ Λ. Conversely, we let 〈k| denote the (conjugate) transpose of the vector.

One of our main motivating examples was introduced in the many-body setting in [21] to
describe how dissipation may construct states with desired properties. Its physical realization
was discussed [40]. More recently, this dissipation was associated with localization in single-
particle open quantum systems in [55] and robustness of the dissipative control was discussed
in [51] also in the single-particle case. It was discussed in connection to many-body localization
in [50].
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Example 2.1 (Coherence creation). Suppose that Λ ⊂ Z and consider the Hilbert space `2(Λ).
Consider Lindblad operators of the form

Lk = (|k〉 + |k + l〉)(〈k| − 〈k + l|) (2)

for some l ∈ Z, such that k, k + l ∈ Λ. These Lk are not normal and

L∗kLk = 2 |k〉〈k| + 2 |k + l〉〈k + l| − 2 |k〉〈k + l| − 2 |k + l〉〈k| .

A steady state of a system with consisting solely of this dissipation (and H = 0) denoted
ρ∞ is given by 〈x, ρ∞y〉 = 1

|Λ| for all x, y ∈ Λ. Thus, these Lindblad operators actively create

coherence in the system. As explained in [21, Sec. II.A] the operator Lk can be thought of
as a pumping process where (upon translating the setup to second quantization) the opera-
tor (〈k| − 〈k + 1|) annihilates out-of-phase superpositions and then the term (|k〉 + |k + 1〉)
recreates in-phase superpositions.

We remark that Example 2.1 can be generalized to more general graphs H = (V,E). To do
that define for every e = (vw) ∈ E the operator.

Le = (|v〉+ |w〉)(〈v| − 〈w|) .

Then,

L∗eLe = 2 |v〉〈v| + 2 |w〉〈w| − 2 |v〉〈w| − 2 |w〉〈v| ,

is symmetric under interchange of v and w. Furthermore,
∑

e∈E,e=(v,w)

L∗eLe = 2
∑

v∈V
deg(v) |v〉〈v| − 2

∑

e∈E,e=(v,w)

|v〉〈w|+ |w〉〈v| = 2∆G
H , (3)

where ∆G
H is the graph Laplacian of the graph H.

Example 2.2 (Local dephasing). Local dephasing is defined through the Lindblad operators
Lk = |k〉〈k| for each k ∈ Λ.

If we only have dephasing then the maximally mixed state 11
|Λ| is a steady state for any choice

of the Hamiltonian H. In the case H = 0, all states of the form |i〉〈i| are steady states. The
following example, was studied in [37, 56]. Whether it has the maximally mixed state as its
steady state depends on the boundary conditions (in the natural one-dimensional setup).

Example 2.3 (Incoherent hopping). Let Λ = (V,E) be a finite directed graph. Then the
incoherent hopping Lindbladian is defined by having a term for every e = (v → w) a Lindblad
term Le = |v〉〈w|. In particular, for the line graph [0, n] ⊂ Z the Lindblad terms are of the form
Lk = |k〉〈k + 1| for 0 ≤ k ≤ n− 1.

The example has similarities with an exclusion process, that, at least in the many-body case,
gives examples of open quantum systems that do not have the maximally mixed state as the
steady state (see e.g. [48]).
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2.2 Example Hamiltonians: The Anderson model

For the Hamiltonian H we also assume that it consists of local bounded terms hn. Our
standard example of a Hamiltonian is the discrete Laplacian, is given by H = ∆, defined in (3).
Central to our enquiry is the notion of a random potential V , where V |x〉 = V (x) |x〉 are all
i.i.d. with bounded, compactly supported density with respect to the Lebesgue measure. For
any local (non-random) Hamiltonian H0 and any λ ≥ 0 we say that the system is disordered
with strength λ > 0 if the Hamiltonian is of the form.

H = H0 + λV.

In case H0 is the discrete Laplacian we say that H is the Anderson model, introduced by
Anderson [7] and since the subject of intense study.

2.3 Locality assumptions

Overall, we assume that LΛ is a sum of local terms with an overall bound R on the radius of
the support of local terms. In the present context, we define the support of the operator A on
`2(Λ) as follows

supp(A) = {x ∈ Λ | ∃y ∈ Λ : 〈y, Ax〉 6= 0 or 〈x,Ay〉 6= 0}. (4)

To formalize the locality of H we consider H =
∑

n hn. In quantum optics and numerical
simulation of open quantum systems, the terms in the Lindbladian are often split up into
two parts [42]: the quantum jump term and the non-hermitian evolution. The non-hermitian
evolution we can write as

DΛ = −i
∑

n

hn −
1

2

∑

k

L∗kLk = −i
∑

Z⊂Λ

hZ −KZ , (5)

where we on the right hand side have grouped the hn and L∗kLk in such a way that

hZ =
∑

n:supp(hn)=Z

hn, KZ =
1

2

∑

k:supp(Lk)=Z

L∗kLk. (6)

Notice that supp(hZ) = Z and supp(KZ) ⊂ Z.
The second term

∑
k∈Z LkρL

∗
k is known as the quantum jump term. Generally, the quantum

jump term is more complicated to work with. One of the insights in this paper is how properties
of the time-evolution of ρ and more specifically the steady state ρ∞ can be inferred only from
knowledge of (the Green function of) the non-hermitian evolution. Throughout, we will have
the following locality assumptions on LΛ.

Assumption 2.4. We say that a familiy of Lindbladians L = {LΛ}Λ is local if there exists
an R and and N such that for all Λ it holds that LΛ is a Lindbladian of the form (1) with
decomposition according to (5) satisfying
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• (Finite-Range) It holds that hZ = 0 = KZ, whenever diam(Z) > R.

• (Finite Norm) There is a N > 0 such that ‖hZ‖ ≤ N and ‖KZ‖ ≤ N , for all Z ⊂ Λ.

2.4 Gap assumptions on the non-hermitian evolution

We will need some extra assumptions to get the technicalities of the argument to work. To
introduce them, define for a finite subgraph H ⊂ Λ ⊂ Zd the points that are at most distance
R from the boundary H, by

∂Λ
RH = {v ∈ H | dist(v,Λ \H) ≤ R}.

In particular, we will use the inner vertex boundary defined by ∂H = ∂1H. Define also the
boundary operator

BΛ
∂RH

=
∑

v∈∂Λ
RH

|v〉〈v| . (7)

For any set Γ ⊂ Λ, define the non-hermitian evolution in Γ by

DΓ = −i
∑

Z⊂Γ

hZ −KZ . (8)

Hence,

Re(DΓ) = −
∑

Z⊂Γ

KZ ,

is a negative semi-definite operator. In the following, we let |Γ| denote the number of vertices
in a subgraph Γ and for two vertices x, y then |x− y| denote the graph distance (in Λ) between
x and y. Let further BΛ

L(v) = {w ∈ Λ | |v − w| ≤ L} be the ball of radius L around v in Λ.
Now, the following assumption is satisfied for our motivating examples of local dephasing and
coherence creation as we show in Section 2.5.

Assumption 2.5 (Inverse polynomially slow gap closing of non-hermitian evolution). There
exist constants c, c0, α > 0 such that for any finite connected set Λ ⊂ Zd, any vertex v ∈ Λ and
any L < 1

2
diam(Λ) it holds that

c

|L|α 11BΛ
L(v) ≤ c0B

Λ
∂R(BΛ

L(v)) − Re(DBΛ
L(v)).

Recall that the operator DBΛ
L(v) is dissipative and thus has spectrum and numerical range in

the left half of the complex plane. However, the non-hermitian evolution can have a gap that
closes in the thermodynamic limit (as was proved for Example 2.1 in [37]). However, due to a
technical trick that we will elaborate on in Section 4.3 are able to impose Dirichlet boundary
conditions on the non-hermitian evolution. With Dirichlet boundary conditions the gap still
vanishes in the thermodynamic limit, but it only vanishes polynomially fast (as we explain in
Appendix C).

In the case of local dephasing, see Example 2.2, a stronger assumption is satisfied.
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Assumption 2.6 (Constant gap of non-hermitian evolution). There exists a constant γ > 0
such that for any finite subset Γ ⊂ Λ ⊂ Zd then

Re(DΓ) ≤ −γ11Γ.

2.5 Motivating examples satisfy gap assumptions

For a graph H = (V,E) recall the graph Laplacian ∆G
H is defined by

∆G
H =

∑

v∈V
deg(v) |v〉〈v| −

∑

e∈E,e=(v,w)

|v〉〈w|+ |w〉〈v| .

If we let some vertices ∂vG ⊂ V be boundary vertices then we can define the Dirichlet Laplacian
by

∆D
H = ∆G

H +
∑

k∈∂vH
|k〉〈k| .

The boundary operator
∑

k∈∂vH |k〉〈k| we will also denote by BH . Note that all three operators
∆G
H ,∆

D
H and BH are positive.

Let us argue that our motivating example of coherence creation from Example 2.1 satisfies
Assumption 2.5. To do it recall from (3) how for any Γ ⊂ Λ

Re(DΓ) = −1

2

∑

e∈Γ

L∗eLe = −∆G
Γ ,

the graph Laplacian in Γ. Therefore,

∆D
Γ = BΛ

∂1Γ − Re(DΓ) ≤ BΛ
∂RΓ − Re(DΓ).

Now, suppose that Λ ⊂ Zd is finite and connected and let us consider Γ = BΛ
L(v) for any

vertex v ∈ Λ and L < 1
2

diam(Λ). Then
∣∣BΛ

L(v)
∣∣ ≤ (2L)d. Furthermore, since Λ is connected

then
∣∣∂vBΛ

L(v)
∣∣ ≥ 1, thereby we obtain from Lemma C.2 that the assumption is satisfied with

α = 4d.
For local dephasing Example 2.2 it holds that

Re(Dx) = −1

2

∑

k∈BxD

γ |k〉〈k| = −γ
2

11Λx

and so Assumption 2.6 is satisfied.
In the example of incoherent hopping Example 2.3 we get that

Re(Dx) = −1

2

∑

k∈BxD

|k + l〉〈k + l| .

While one can do a technical trick as in Section 4.3, this example cannot quite be taken to
satisfy Assumption 2.6. However, one can still get an exponential decay estimate with respect
to the distance to the nearest point in the graph that has no edge point out of it. We note that
the steady state in the one-dimensional case can be explicitly computed.
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3 Main result

In situations where the Lindbladian LΛ has multiple steady states (for example in the case
of pure Hamiltonian evolution), it may occur that etLΛ(ρ0) does not have a limit. However,
we can still time-average etLΛ(ρ0). The Abel average is a particular time average that will be
useful since it directly relates to the resolvent.

For any ε > 0 and state ρ0 we define the Abel average ρε by

ρε = ε

∫ ∞

0

e−tε etLΛ(ρ0)dt = −ε(LΛ − ε)−1(ρ0). (9)

Since etLΛ maps states to states it means that ρε is a convex combination of states and therefore
a state. In particular, it holds that |ρε(x, y)| ≤ 1 for all ε > 0 and x, y ∈ Λ. Since etLΛ(ρ0) is the
time evolution of the state ρ until time t, we interpret ρε as the time average up to timescales
of 1

ε
.

In that spirit, it holds that ε → 0 the state ρ0 gets projected the kernel of LΛ, that is the
subspace of steady states,

lim
ε↓0

ρε = lim
ε↓0
−ε(LΛ − ε)−1(ρ0) = Pker(LΛ)(ρ0). (10)

Naturally, in the case L has a unique steady state ρ∞, then Pker(LΛ)(ρ0) = ρ∞ for every initial
state ρ0.

Theorem 3.1. Let L be local in the sense of Assumption 2.4 such that the non-hermitian
evolution satisifies Assumption 2.5. For sufficiently large disorder λ > 0, there exist constants
C, µ > 0 such that for any connected set Λ ⊂ Zd and any x, y ∈ Λ,ε ∈ (0, 1), initial state ρ0,
and any s ∈ (0, 1) there exists a Cs > 0 such that

E|ρε(x, y)| ≤ Ce−µ|x−y| + ε2s−1 Cs. (11)

Furthermore, for any measurable choice of steady state ω 7→ ρ∞(ω) of LΛ it holds that

E|ρ∞(x, y)| ≤ Ce−µ|x−y|. (12)

In the case of any degree of local dephasing we have the following deterministic result. We
prove both results in Section 5.3.

Theorem 3.2. Let L be local in the sense of Assumption 2.4 such that the non-hermitian
evolution satisifies Assumption 2.6 for some γ > 0. Then there exist C, µ > 0 such that for
any Λ ⊂ Zd, any x, y ∈ Λ, initial state ρ0, ε ∈ (0, 1), and any s ∈ (0, 1) there exists a Cs > 0
such that

|ρε(x, y)| ≤ Ce−µ|x−y| + ε2s−1 Cs. (13)

In particular, for any steady state ρ∞ of LΛ then

|ρ∞(x, y)| ≤ Ce−µ|x−y|. (14)
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One application of the result is to Lindbladians of the form L = L1 + L2, where L1,L2 are
two Lindbladian such that one of them satisfies Assumption 2.6. Thus, if the Lindbladian L1

is the local dephasing Lindbladian from Example 2.2 then no matter how weak the dephasing
γ > 0 is, it will dominate the steady state of any local Lindbladian L = L1 + L2. Or phrased
in another way, that the steady-state ρ∞ of the Lindbladian in the example Example 2.1 for
H = 0 is not stable under perturbations, potentially an aspect of the non-normality of L.

Finally, let us describe why our result can be viewed as an extension to open quantum systems.
Consider the case where there are no Lindblad terms Lk and the system is only governed
by unitary evolution corresponding to the Hamiltonian H. The evolution of the system on
states ρ is given by L(ρ) = −i[H, ρ]. To see that, for any eigenfunction ψ of H it holds that
|ψ〉〈ψ| is a steady state ρ∞ of the Hamiltonian. Thus, our main result in the disordered case
Theorem 3.1 states, if it was applicable, that there exist constants C, µ > 0 such that for every
eigenfunction ψ then

E(|ψ(x)ψ(y)|) ≤ Ce−µ|x−y|,

which shows that the eigenfunctions must be exponentially localized.

4 Decomposition of LΛ given vertices x and y

In this section, we discuss a decomposition Λ that will allow us to reduce the problem from
the full Lindbladian to the effective non-hermitian evolution.

4.1 Decomposition of Λ ⊂ Zd

We consider the following change of notation.

LΛ =
∑

Z⊂Λ

`Z , (15)

where `Z consist of all terms Lk and hn that have support Z. That is

`Z(ρ) =
∑

k:supp(Lk)=Z

LkρL
∗
k −

1

2
(L∗kLkρ+ ρL∗kLk)− i

∑

n:supp(hn)=Z

[hn, ρ], (16)

which in the terms of hZ and KZ defined in (6) means that

`Z(ρ) = iρhZ − ihZρ+KZρ+ ρKZ +
∑

k:supp(Lk)=Z

LkρL
∗
k. (17)

In all of the following, we suppose that |x− y| ≥ 6R. Then define the regions

Λx = B |x−y|
3

(x) =

{
a ∈ Zd | |x− a| ≤ |x− y|

3

}
.
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Figure 1: The points x and y and the construction of Λx,Λy and Λx,y
⊥ . Any term that acts

non-trivially in Λx and Λy can only act non-trivially a safety distance of R into Λx,y
⊥ .

and Λy = B |x−y|
3

(y). Let Λx,y
⊥ = Λ \

(
B |x−y|

3

(y) ∪B |x−y|
3

(y)
)

. We assume throughout that

Λx,Λy ⊂ Λ. See also the construction in Figure 1.
We now aim to split up the Lindbladian in LΛ into an operator L0

Λ that is local on Λx,Λy

and Λx,y
⊥ and an operator L∂Λ that connects the regions. To do that, let

LΛ = L0
Λ + L∂Λ, (18)

with
L0

Λ =
∑

Z⊂Λx

`Z +
∑

Z⊂Λy

`Z +
∑

Z⊂Λx,y⊥

`Z .

That means that Lx,yΛ consists of all the terms that are supported in Λx,Λy or Λx,y
⊥ and L∂x,yΛ

consists of all the terms that connect Λx ∪ Λy to the complement Λx,y
⊥ .

Next, we introduce vectorization which one can use to view the operators LΛ,L0
Λ,L∂Λ as

operators on `2(Λ× Λ).

4.2 Vectorization

The superoperator L is complicated to work with, so it is natural to vectorize it. This we
can do as follows, for a more detailed discussion see [38, (4.88)]. Here we consider only finite
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sets Λ, which means that B(`2(Λ)) = HS(`2(Λ)), which will ease the discussion, for a discussion
for infinite dimensional spaces see for example [37, Section 3.1]. Let us define a linear map
vec : B(`2(Λ))→ `2(Λ)⊗ `2(Λ) by vec(|i〉 〈j|) = |i〉 |j〉 = |i, j〉, then it holds (and is best verified
by straightforward computation) that

vec(ABC) = (A⊗ CT )vec(B),

for A,B,C ∈ B(`2(Λ)) and where T denotes the transpose.
Let us note that when the bounded operators on `2(Λ) for a finite set Λ are viewed with

the Hilbert Schmidt norm HS(`2(Λ)), given by ‖A‖2
2 =

∑
i,j |A(i, j)|2. Then the map vec :

HS(`2(Λ))→ `2(Λ×Λ) is an isometric isomorphism. We write B(`2(Λ)) ∼= `2(Λ×Λ) to indicate
this isomorphism.

This means for example that −i[H, ρ] in vectorized form becomes

vec( −i[H, ρ]) = vec(−iHρ11 + i11ρH) = −iH ⊗ 11vec(ρ) + 11⊗ iHTvec(ρ)

and so the operator LH defined by LH(ρ) = −i[H, ρ] is −iH⊗11+ i(1⊗HT ) in vectorized form.
In the vectorized picture, we obtain a block diagonal form of the operator L0

Λ. As the finite
set Λ is the disjoint union of Λi for i ∈ {x, y,⊥}, we can consider the Lindbladian L which is
an operator on B(`2(Λ)) ∼= `2(Λ×Λ) = ⊕i,j∈{x,y,⊥}`2(Λi)⊗ `2(Λj). The following lemma states
that L0

Λ is block diagonal with respect to this decomposition.

Lemma 4.1. On the space B(`2(Λ)) ∼= `2(Λ × Λ) = ⊕i,j∈{x,y,⊥}`2(Λi) ⊗ `2(Λj) the operator
L0

Λ has block diagonal form
L0

Λ = ⊕i,j∈{x,y,⊥}Li,j.
All the eigenvalues of each the operators Li,j for i, j ∈ {x, y,⊥} have non-positive real part.
Moreover, for any ε > 0 and u, v ∈ Λ,

〈(x, y), (L0
Λ − ε)−1(u, v)〉 = 11u∈Λx11v∈Λy〈(x, y), (Lx,y − ε)−1(u, v)〉.

Proof. The decomposition follows if L0
Λ(u, v) is supported in `2(Λi)⊗`2(Λj) if u ∈ Λi and v ∈ Λj

for i, j ∈ {x, y,⊥}. This follows directly from the construction of L0
Λ. Since L0

Λ has Lindblad
form all its eigenvalues have negative real part and since the eigenvalues of a direct sum of
operators are the union of the eigenvalues it follows that all eigenvalues of each of the operators
Li,j for i, j ∈ {x, y,⊥} have negative real part. The last statement follows directly.

Notice that the operators Li,i have Lindblad form, but the operator Lx,y does not. With the
vectorization at hand, we can state how the finite-range assumption influences the support of
L∂Λ. To do that, we consider the points that are at most distance R from the boundary

δR(Λx ∪ Λy) = {v ∈ Zd | dist(v, ∂Λx) ≤ R or dist(v, ∂Λy) ≤ R}.
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Let also
CR(x, y) = Λ× δR(Λx ∪ Λy) ∪ δR(Λx ∪ Λy)× Λ,

which will upper bound the support of L∂Λ as we now show, see also Figure 2. Note that here
we define the support of a vectorized superoperator analogously to (4) with position space Λ
interchanged with configuration space Λ× Λ.

Lemma 4.2. It holds that
supp(L∂Λ) ⊂ CR(x, y).

In particular, for any (u, v) ∈ supp(L∂Λ) then either |x− u| ≥ |x−y|
3
− R or |v − y| ≥ |x−y|

3
− R

and thus for any (u, v) ∈ CR(x, y) it holds that

|x− u|+ |v − y| ≥ |x− y|
3
−R.

Proof. Suppose that (u, v) ∈ supp(L∂Λ). Then there is a term hn or Lk with support not
contained in any of the sets Λx,Λy,Λ

⊥
x,y, that is nonzero upon acting on |u〉〈v| from either the left

or the right. Due to the finite-range it means that either u ∈ δR(Λx∪Λy) or v ∈ δR(Λx∪Λy).

Let us abbreviate DΛx defined in (8) by Dx and slightly different we define Dy such that

DT
y = i

∑

Z⊂Γ

hZ −KZ

where T denotes the transpose. Let us look only at the off-diagonal term Lx,y defined in
Lemma 4.1. The central insight is that all the cross terms vanish since the Lk terms only act
on either Λx or Λy. Thus, Lx,y depends on the non-hermitian evolution only and it holds that

Lx,y (|x〉〈y|) = Dx |x〉〈y| + |x〉〈y|DT
y .

Hence, we obtain the following vectorized form

Lx,y = Dx ⊗ 11 + 11⊗Dy,

where Dx and Dy are both dissipative, and therefore Lx,y is dissipative as well. We summarize
the finding in the following lemma.

Lemma 4.3. The off-diagonal operator Lx,y on `2(Λx)⊗`2(Λy) in the decomposition in Lemma
4.1 has the following form

Lx,y = Dx ⊗ 11 + 11⊗Dy.

with Dx and Dy being dissipative operators acting on `2(Λx) and `2(Λy) respectively. In partic-
ular, the operator does not have any contribution to the quantum jumps.

The decomposition means that for Lx,y there is no interaction between Λx and Λy and fur-
thermore for any real ε > 0 then Lx,y − ε.
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Figure 2: The configuration space Λ×Λ with the points x and y and the support of L∂Λ. The
coordinate axes are indicated with dotted lines and the support of L∂Λ with full lines. Notice

how it has a double cross structure and how the point (x, y) in Λx × Λy is distance |x−y|
3

from
the support of L∂Λ.
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4.3 Getting additional boundary terms in Lx,y

In the following, we will use a slight extension of the construction of Lx,y above to get
additional boundary terms, that were used to relax the assumptions in Assumption 2.5 so that
it is satisfied for our motivating example. For the box Λx and Λy consider their boundaries
∂Λx and ∂Λy that we recall are defined by ∂Λi = {v ∈ Λ | dist(v,Λ \ Λi) = 1} for i ∈ {x, y}.
Both of these are non-empty since Λ is not contained in Λx ∪Λy. Define then for i ∈ {x, y} the
non-zero boundary dephasing operators

Bi =
∑

k∈∂Λi

|k〉〈k| . (19)

Let further B = Bx⊗11+11⊗By. Define the modified operators L̃0
Λ = L0

Λ +B and L̃∂Λ = L∂Λ−B.
Then the split up becomes

LΛ = L0
Λ + L∂Λ = L̃0

Λ + L̃∂Λ. (20)

Now, the operator L̃0
Λ is still reducing on the subspace `2(Λi)⊗ `2(Λj) and the operator L̃∂Λ still

satisfies supp(L̃∂Λ) ⊂ CR(x, y), which ensures the structure sketched on Figure 2. For the (x, y)
block of L̃0

Λ we now, since BT
y = By, obtain the operator

L̃x,y = Lx,y +Bx ⊗ 11 + 11⊗By = (Dx +Bx)⊗ 11 + 11⊗ (Dy +By).

Remark 4.4. The operator L̃0
Λ does not have Lindblad form (and the Lindblad form will not

be necessary for us). On the other hand, the operator Bx⊗ 11 + 11⊗By could arise as the (x, y)
block of the decomposition from a Lindbladian corresponding to Lindblad operators Lk = |k〉〈k|
for each k ∈ ∂Λi.

4.4 Fractional moment estimates on the effective evolution

The fractional moment method, initiated in [2], is a successful approach to localization of
random operators. Here we briefly sketch how the arguments for strong disorder carry over to
the dissipative non-selfadjoint case. That is,

Aλ = A0 + iλV, (21)

for a dissipative non-random operator A0. The randomness is still independent and diagonal
V |x〉 = V (x) |x〉 where are all i.i.dẇith bounded density ρ with respect to the Lebesgue measure.
Furthermore, we assume that ρ has compact support.

In particular, one may go through the proofs of fractional moment estimates in the Hamilto-
nian case and try to generalize them to the case of a local, dissipative operator. The strategy
works in the case of large disorder whenever the non-hermitian evolution A is finite-range with
bounded coefficients. This is the case whenever LΛ is local in the sense of Assumption 2.4.

325



In the following, let C− = {z ∈ C | Re(z) < 0 },C− = {z ∈ C | Re(z) ≤ 0 } and C+ = Cc
−.

We also define the numerical range of an operator A by

W (A) = {〈ψ,Wψ〉 | ‖ψ‖ = 1}. (22)

For any S ⊂ Λ we also let ES denote the expectation with respect to the variables {V (x)}x∈S.
Then for any z ∈ C+ it holds that Aλ − z is invertible and we define the Green function
GΛ(x, y; z) by GΛ(x, y; z) = 〈x, (Aλ − z)−1 y〉. Then, the following a priori estimate follows
from rank one perturbation theory analogous to the self-adjoint case, see [4, (5.4), (6.16)] for
details.

E{x}[|GΛ(x, x; z)|s] ≤ Cs
λs
. (23)

Furthermore, by a similar exercise in rank-2 perturbation theory (cf. [4, Theorem 8.3]), we
obtain under the same conditions that

E{x,y} [|GΛ(x, y; z)|s] ≤ Cs
λs
. (24)

The following theorem, which is central to our proof is a modification of [4, Corollary 10.1]
to the non-selfadjoint case and the case of a range 1 operator to a range R operator. Here for
a bounded operator on `2(Λ) we define

‖A0‖∞,∞ = sup
x

∑

y

|A0(x, y)|.

Theorem 4.5. For any bounded operator A0 on `2(Λ) satisfying A0(u, v) = 0 for |u− v| > R
and Re(W (A0)) ≤ a for some a ∈ R .Then there exists λ0 > 0 such that for all λ ≥ λ0, then for
all s ∈ (0, 1), there exist Cs, µs > 0 such that for any x, y ∈ Λ, and any z ∈ C with Re(z) > a,

E [|GΛ(x, y; z)|s] ≤ Cse
−µs|x−y|.

Proof. We do suitable modifications to [4, Corollary 10.1]. As in the one-step bound there,
we first use the resolvent equation, which we can use without issue since Re(z) > a. Whenever
x 6= y it holds that

GΛ(x, y; z) =
∑

y′ 6=x
GΛ(x, x; z)A0(x, y′) GΛ\{x}(y

′, y; z).

Since A0(x, y′) = 0 whenever |x− y′| ≥ R, one can view this as one step in a walk with stepsize
R. Thus,

EΛ [|GΛ(x, y; z)|s] ≤
∑

y′ 6=x
EΛ

[∣∣GΛ(x, x; z)A0(x, y′) GΛ\{x}(y
′, y; z)

∣∣s] .
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Now since
∣∣GΛ\{x}(y′, y; z)

∣∣s is independent of the value of the potential at x, we can integrate
the potential of x out first and we get that using (23),

EΛ [|GΛ(x, y; z)|s] ≤
‖A0‖∞,∞ Cs

λs

∑

y′:0<|y′−x| <R
EΛ\{x}

[∣∣GΛ\{x}(y
′, y; z)

∣∣s] .

We can iterate this up to |x−y|
R

times. In every iteration, we get less than Rd terms. Then we
obtain using (24) that

EΛ [|GΛ(x, y; z)|s] ≤
(
Cs‖A0‖∞,∞

λs

) |x−y|
R

(2R)d
|x−y|
R
Cs
λs
.

Thus, picking λ sufficiently large the expression yields exponential decay.

5 Proof of exponential decay of coherences

In this section, we connect the previous results and the assumptions that we have shown that
our motivating examples satisfy to prove our main theorem. But before that, we first prove
exponential decay of the modified resolvent of LΛ. In all of the following, we assume that the
model satisfies Assumption 2.5 and that x, y are fixed vertices that are taken as starting point
of construction of Lx,y.

5.1 Exponential decay of resolvent of Lx,y

Let us lift the exponential decay of fractional moments from Section 4.4 to the case of the
resolvent of Lx,y using the assumptions in Section 2.5.

Lemma 5.1. Under the assumptions of Theorem 3.1, then it holds that for any (u, v) ∈ Λx×Λy

that

E
[∣∣〈(x, y), (Lx,y − ε)−1(u, v)〉

∣∣] ≤ C|x− y|αde−µ|x−u|e−µ|v−y|. (25)

Proof. By Lemma B.2 for a contour Γ that encloses and is disjoint from the pseudospectrum
σr(Dx − ε) for some r > 0, then for any s ∈ (0, 1),

∣∣〈(x, y), (Lx,y − 2ε)−1 (u, v)〉
∣∣ =

∣∣∣∣〈(x, y),
1

(Dx − ε)⊗ 11 + 11⊗ (Dy − ε)
(u, v)〉

∣∣∣∣

≤
∫

Γ

∣∣∣∣〈x,
1

z +Dx − ε
u〉
∣∣∣∣
∣∣∣∣〈y,

1

z − (Dy − ε)
v〉
∣∣∣∣
dz

2π

≤ c2−2s|Λx|2α(1−s)
∫

Γ

∣∣∣∣〈x,
1

z +Dx − ε
u〉
∣∣∣∣
s∣∣∣∣〈y,

1

z − (Dy − ε)
v〉
∣∣∣∣
s
dz

2π
,
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where we used Assumption 2.5, as well as the technical trick in Section 4.3 to obtain the bound-
ary term in Assumption 2.5. Now, since Dx and Dy are independent it holds by Theorem 4.5
that

E
∣∣〈(x, y), (Lx,y − 2ε)−1(u, v)〉

∣∣ ≤ C|Λx|2α(1−s)
∫

Γ

E1

∣∣∣∣〈x,
1

z +Dx − ε
u〉
∣∣∣∣
s

E2

∣∣∣∣〈y,
1

z − (Dy − ε)
v〉
∣∣∣∣
s
dz

2π

≤ C|Λx|2α(1−s)
∫

Γ

e−µ|x−u|e−µ|v−y|
dz

2π
.

The claim then follows by noticing that since the density of the potentials V (x) is compactly
supported the curve Γ running around the spectrum can always be taken to have finite length
and so |Γ| ≤ C‖Dx − ε‖ ≤ C λ for some constant C > 0. The result not follows letting s = 1/2

and noting that |Λx| =
∣∣x−y

3

∣∣d.
Lemma 5.2. Under the assumptions of Theorem 3.2, then for any (u, v) ∈ Λx × Λy,

∣∣∣∣〈(x, y),
1

Lx,y − ε
(u, v)〉

∣∣∣∣ ≤ Ce−µ|x−u|e−µ|v−y|. (26)

Proof. For any z ∈ iR it holds that Re(z + Dx − ε) ≥ γ11Λx and thus using that the psue-
dospectrum is bounded by the inverse distance from the spectrum in (30) with the non-normal
Combes-Thomas from Theorem A.2 there exist constants C, µ > 0 such that for all ε > 0 then

∣∣∣∣〈x,
1

z +Dx − ε
u〉
∣∣∣∣ ≤ Ce−µ|x−u| .

Then using Lemma B.2 as in the proof of Lemma 5.1 we get that
∣∣∣∣〈(x, y),

1

(Lx,y − 2ε)
(u, v)〉

∣∣∣∣ =

∣∣∣∣〈(x, y),
1

(Dx − ε)⊗ 11 + 11⊗ (Dy − ε)
(u, v)〉

∣∣∣∣
≤ C|Γ|e−µ|x−u|e−µ|v−y|.

5.2 Abel averaged states and their properties

Recall the definition of the Abel average from (9). Here we also use the Abel average of the
reduced resolvent

ρ0
ε = −ε(L0

Λ − ε)−1(ρ0). (27)

Proposition 5.3. Under the assumptions of Theorem 3.1,

E
∣∣ρ0
ε(x, y)

∣∣ ≤ ε2s−1
∑

u∈Λx,v∈Λy

|ρ0(u, v)|Cse−µs(|x−u|+|v−y|).

In particular, E|ρ0
ε(x, y)| ≤ ε2s−1Cs. In the non-random case, the assumptions of Theorem 3.2,

the same bounds hold without the expectation.
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Figure 3: Sketch of the contour Γ (dashed) and the numerical range of Dy and −Dx. The
reader may notice the similarity with the contour in [4, Theorem 7.7].

Proof. Using again Lemma B.2 we first see that for a contour γ in C− enclosing σ(Dy− ε) then
∣∣∣∣〈(x, y),

1

(Lx,y − 2ε)
(u, v)〉

∣∣∣∣ =

∣∣∣∣〈(x, y),
1

(Dx − ε⊗ 11 + 11⊗Dy − ε
(u, v)〉

∣∣∣∣

≤
∫

Γ

∣∣∣∣〈x,
1

z +Dx − ε
u〉
∣∣∣∣
∣∣∣∣〈y,

1

z − (Dy − ε)
v〉
∣∣∣∣
dz

2π
.

Let us now explicitly take Γ to be along the imaginary axis and closed up around σ(Dy−ε) with
a distance of at least 1 away from the numerical range of Dy − ε. That is, in the complement
of the bounded set W (Dy − ε) + B1(0), see Figure 3. Thus, for any z on the contour Γ then∥∥∥ 1
z+Dx−ε

∥∥∥ ≤ 1
ε

since Re(z) ≤ 0 and
∥∥∥〈y, 1

z−(Dy−ε)v〉
∥∥∥ ≤ 1

ε
on the segment on the imaginary

axis and on the remaining part of the contour we have that
∥∥∥〈y, 1

z−(Dy−ε)v〉
∥∥∥ ≤ 1 ≤ 1

ε
, since

the norm of the resolvent of an operator is at most the distance to the numerical range (a fact
that is proven in for example [35, V. 3.2]). Therefore we obtain,

∣∣∣∣〈(x, y),
1

(Lx,y − 2ε)
(u, v)〉

∣∣∣∣ ≤ ε2s−2

∫

Γ

∣∣∣∣〈x,
1

z +Dx − ε
u〉
∣∣∣∣
s∣∣∣∣〈y,

1

z − (Dy − ε)
v〉
∣∣∣∣
s
dz

2π
.

Now, combined with (30) in Appendix A and using that Dx and Dy are independent by Theo-
rem 4.5 we get that

E
∣∣∣∣〈(x, y),

1

(Lx,y − 2ε)
(u, v)〉

∣∣∣∣ ≤ ε2s−2|Γ|Cse−µs(|x−u|+|v−y|)

329



and hence that

E
∣∣ρ0
ε(x, y)

∣∣ ≤ ε
∑

u∈Λx,v∈Λy

|ρ0(u, v)|ε2s−2|Γ|Cse−µs(|x−u|+|v−y|).

Using that the density of the potentials V (x) is compactly supported as before then proves
the first part of the proposition. Now, since |ρ0(u, v)| ≤ 1 for each u, v and the exponential the
terms are summable the second part follows. The non-random case follows by replacing the use
of Theorem 4.5 by an application of Theorem A.2.

To prove the main theorem we also need the following technical lemma.

Lemma 5.4. For any u, v ∈ Λ it holds that
∥∥L∂Λ(u, v)

∥∥ ≤ C.

Proof. Let us first focus on ‖`Z(u, v)‖. Then from (17) is follows that

‖`Z(u, v)‖ ≤
∑

k:supp(Lk)=Z

‖Lk |u〉〈v|L∗k‖+ ‖KZ‖ ‖|u〉〈v|‖+ ‖hZ‖‖|u〉〈v|‖.

Furthermore, ‖Lk |u〉〈v|L∗k‖ ≤ ‖Lk‖ ‖L∗k‖‖|u〉〈v|‖ = ‖LkL∗k‖ and it holds that

∑

k:supp(Lk)=Z

‖LkL∗k‖ ≤
∑

k:supp(Lk)=Z

Tr(LkL
∗
k) = Tr(KZ) ≤ |Z|‖KZ‖

since each of the operators LkL
∗
k are positive operators on the same |Z|-dimensional Hilbert

space. Since `Z = 0 whenever, diam(Z) ≥ R we can assume that |Z| ≤ Rd. In conclusion, by
the finite norm assumption in Assumption 2.4

‖`Z(u, v)‖ ≤ C,

where the constant depends only on N,R and d. Now, as there are finitely many Z ⊂ Zd with
diam(Z) < R and {u, v} ∩ Z 6= ∅ we have that

∥∥L∂Λ(u, v)
∥∥ ≤

∑

Z⊂supp(L∂Λ)

‖`Z(u, v)‖11[{u, v} ∩ Z 6= ∅] ≤ C.

5.3 Proof of main theorems: Exponential decay of coherences

We are now ready to prove the main theorems.

Proof of Theorem 3.1. We note that to define L0
Λ in Equation (18) we needed to assume that

|x− y| ≥ 6R. However, since ρε is a state then |ρε(x, y)| ≤ 1 and so we prove the result for
large |x− y| yields the result for all x, y.
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Let ρ0
ε be the Abel average under the modified Lindbladian from (27) and let us prove under

the assumptions in the theorem that

E|ρε(x, y)| ≤ E
∣∣ρ0
ε(x, y)

∣∣+ Ce−µ|x−y|. (28)

Once (28) is established, the theorem follows from Proposition 5.3.
To prove (28) we consider the split up LΛ = L0

Λ + L∂Λ from Equation (18). Using a resolvent
equation yields

(LΛ − ε)−1 = (L0
Λ − ε)−1 + (L0

Λ − ε)−1 L∂Λ(LΛ − ε)−1

and thus

ρε = −ε(LΛ − ε)−1(ρ0) = −ε(L0
Λ − ε)−1(ρ0) + (L0

Λ − ε)−1 L∂Λ
(
(−ε)(LΛ − ε)−1(ρ0)

)

= ρ0
ε + (L0

Λ − ε)−1(L∂Λ(ρε)).

Now, using the finite-range and finite norm assumption in the form of Lemma 5.4, that L∂Λ
is supported in CR(x, y) by Lemma 4.2, the explicit form of L∂Λ as well as |ρε(u′, v′)| ≤ 1 there
exists a constant C > 0 such that

∣∣〈x, (L0
Λ − ε)−1 (L∂Λ(ρε))y〉

∣∣ ≤
∑

(u,v)∈CR(x,y)

∣∣〈(x, y), (L0
Λ − ε)−1L∂Λ(u, v)

〉∣∣|ρε(u, v)|

≤ C
∑

(u,v)∈CR(x,y)

∣∣〈(x, y), (L0
Λ − ε)−1(u, v)

〉∣∣.

In particular, from the block diagonal form of L0
Λ as stated in Lemma 4.1 we get that

∣∣ρε(x, y)− ρ0
ε(x, y)

∣∣ ≤ C
∑

(u,v)∈CR(x,y)

∣∣〈(x, y), (Lx,y − ε)−1(u, v)
〉∣∣11u∈Λx11v∈Λy .

Now, taking expectations and using Lemma 5.1 yields that

E
∣∣ρε(x, y)− ρ0

ε(x, y)
∣∣ ≤ C

∑

(u,v)∈CR(x,y)

E
[∣∣〈(x, y), (Lx,y − ε)−1(u, v)〉

∣∣]

≤ C|Λx|α
∑

(u,v)∈CR(x,y)

e−µ|x−u|e−µ|v−y|11u∈Λx11v∈Λy

≤ Ce−µ
|x−y|

3 |Λx|α|Λx| |Λy| ≤ Ce−µ|x−y|.

for some adjusted C, µ > 0. An application of the triangle inequality now establishes (28).

The main theorem in the deterministic case follows using similar considerations.

Proof of Theorem 3.2. Using the same strategy as above replacing Lemma 5.1 with Lemma 5.2
one proves the inequality

|ρε(x, y)| ≤
∣∣ρ0
ε(x, y)

∣∣+ Ce−µ|x−y|. (29)

The deterministic part of Proposition 5.3 then finishes the proof.
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6 Concluding remarks

Let us first remark that we made extensive use of the Lindblad form, but we did not use that
L is dissipative with respect to an inner product. To caution the reader we note that this is
not necessarily the case. It is for example discussed in [53, Section 2.2] that whenever L is
not unital (that is L(11) = 0) then Re(L) (defined with respect to the Hilbert-Schmidt inner
product) has positive eigenvalues 1. Instead, in this paper, we relied on the dissipativity of the
non-Hermitian evolution.

Second, in our investigations, we had to use the gap assumptions introduced in Section 2.4 to
obtain the proof. We would like to provide some insights into the relationship between the gap
on the imaginary axis and dark states. A dark state |ψ〉 ∈ `2(Λ) is defined by Lk |ψ〉 = 0 for all
k as well as H |ψ〉 = E |ψ〉 for some E ∈ R. Then, L(|ψ〉 〈ψ|) = 0, so all dark states are steady
states. Now, let us discuss the connection between dark states and the gap assumption.

• The state ρ0 such that ρ0(x, y) = 1
|Λ| for all x, y ∈ Λ is dark for the example of coherence

creation in Example 2.1 without disorder.

• Only dark states can have spectrum on the imaginary axis. This can be demonstrated
from the following computation. Let |v〉 is an eigenvector of the non-hermitian evolution
with eigenvalue z on the imaginary axis. Then,

0 = Re(z) = Re(i〈v,Hv〉 − 1

2

∑

k

〈v, L∗kLkv〉) = −1

2

∑

k

‖Lk |v〉 ‖2.

In particular, |v〉 must also be an eigenstate of H. These considerations are also true in
an approximative sense.

• For operators with random potentials it is unlikely that the eigenstates are approximately
dark. This phenomenon could give rise to a Lifshitz tail behaviour for the spectrum close
to the imaginary axis.

• We could replace the use of the gap assumption in the proof of Lemma 5.1 with a prob-
abilistic estimate. Thereby, establishing the Lifshitz tails may be way to extend our
method beyond Assumption 2.5.

A Resolvent estimates for non-normal operators

In this Appendix, we consider resolvent estimates for non-normal operators. First, we discuss
the pseudospectrum in the right half plane for dissipative operators and then we turn to the
non-normal Combes-Thomas estimate.

1Nevertheless, all the eigenvalues of L has a non-positive real part as was discussed in [8, 32].
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A.1 Psuedospectrum in the right half plane for dissipative opera-
tors.

The ε-pseudospectrum of an operator A which we denote σε(A) is also characterised as follows

σε(A) = {λ ∈ C | ‖(A− λ)v‖ < ε, ‖v‖ = 1}.
At the same time, we note that our definition of dissipativity (which is that Re(〈x,Ax〉) ≤ 0

for all vectors x) is equivalent to

‖(λ− A)x‖ ≥ λ‖x‖
for all λ > 0 (see e.g. [24, Proposition 3.23]). From those two observations, we extract the
following observations for dissipative operators A on a Hilbert space then for any r > 0 it holds
that r ∈ σ 1

r
(A). Suppose that Re(〈x,Ax〉) ≤ −a < Re(b), then

∥∥(A− b11)−1
∥∥ ≤ 1

|Re(b) + a| . (30)

A.2 Combes-Thomas for non-normal operators

In the following, we present the Combes-Thomas estimate from [4, Theorem 10.5] with the
appropriate changes that have to be made because of non-normality. Most importantly, the
distance dist(σ(A), z) has to be replaced by the ‖(A− z)−1‖. Originally, the estimate was
proven in the self-adjoint case by Combes and Thomas in [17] and the discussion in [4, Sec.
10.3] followed the presentation in [1, App II]. Let us start by stating the following lemma. The
proof follows by estimating the Neumann series.

Lemma A.1. Suppose z 6∈ σε(A) and ‖B‖ < ε. Then ‖(A− z)−1‖ ≤ 1
ε

and

∥∥(A+B − z)−1
∥∥ ≤ 1

‖(A− z)−1‖−1 − ‖B‖
≤ 1

ε − ‖B‖ .

We now prove a non-normal Combes-Thomas estimate. To do that we define for any α > 0

Sα =

√√√√
(

sup
x

∑

y

|A(x, y)| eα|x−y|
)(

sup
y

∑

x

|A(x, y)| eα|x−y|
)
. (31)

Theorem A.2 (Non-normal Combes-Thomas). Suppose that A is such that for some α > 0
that Sα <∞. Let z 6∈ σε(A). If µ < α and Sµ < ε then

∣∣〈x, (A− z)−1y〉
∣∣ ≤ 1

ε − Sµ
exp(−µ|x− y| ). (32)

Further, if ε < 2Sα then

∣∣〈x, (A− z)−1y〉
∣∣ ≤ 2

ε
exp

(
− αε

2Sα
|x− y|

)
. (33)
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Proof. Take fixed y and let R > 0 be arbitrary. The operator M by

M |x〉 = exp(µmin{ d(x, y), R} )

is bounded, invertible and self-adjoint for any µ ∈ (0,∞). Next, notice that for any x such that
|x− y| ≤ R then

〈x, (A− z)−1y〉eµd(x,y) = 〈x,M(H − z)−1 M−1 y 〉 = 〈x, (H +B − z)−1 y 〉
as in [4, Theorem 10.5]. Define also similarly again B = MHM−1 −H.

It holds that ‖B‖ ≤
√
‖B‖1,1 ‖B‖∞,∞ = Sµ ≤ Sα by interpolation (cf. [4, Proposition

10.6]). Now, if z 6∈ σε(A) and Sµ < ε then

∥∥(A+B − z)−1
∥∥ ≤ 1

‖(A− z)−1‖−1 − ‖B‖
≤ 1

ε − ‖B‖ ≤
1

ε − Sµ
.

For a proof of (33) we use the inequality eµd −1
eαd−1

≤ µ
α

in both terms in Sα to see that we still
have that Sµ ≤ µ

α
Sα and the same bound follows.

B Integral representation of the Lx,y resolvent

Before we start we breifly reconsider when the formula 1
A

=
∫∞

0
etAdt makes sense for matrices

A. The following follows from [49, Theorem 15.1].

Lemma B.1. Suppose that Re(A) ≤ a < 0. Then

− 1

A
=

∫ ∞

0

etAdt

where
∫∞

0
etAdt is the matrix defined by 〈x| ,

∫∞
0
etAdt |y〉 =

∫∞
0
〈x| , etA |y〉 dt .

In the self-adjoint case, non-interacting systems were studied using a similar decomposition
in the approach to the multiparticle systems in [3, (5.2)].

Lemma B.2. For any pair of dissipative operators A1, A2 such that sup Re(W (Ai)) ≤ −ε for
i ∈ {1, 2} for some ε > 0. Suppose that Γ is a closed continuous curve in {z | Re(z) ≤ 0} that
encloses and is disjoint from σr(A2), for some r > 0. Then

− 1

A1 ⊗ 11 + 11⊗ A2

=

∫

Γ

dz

2πi

1

z + A1

⊗ 1

z − A2

.

Thus, it holds that

〈(x, y),
1

A1 ⊗ 11 + 11⊗ A2

(u, v)〉 =

∫

Γ

dz

2πi
〈x, 1

z + A1

u〉〈y, 1

z − A2

v〉.
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Proof. By assumption A1 ⊗ 11 + 11⊗ A2 is dissipative and invertible. Therefore

− 1

A1 ⊗ 11 + 11⊗ A2

=

∫ ∞

0

dtet(A1⊗11+11⊗A2) =

∫ ∞

0

dtet(A1⊗11)e−t(11⊗A2) =

∫ ∞

0

dtetA1 ⊗ etA2 .

Now, by the Dunford-Taylor formula [49, Theorem 15.1] if Γ is a contour that encloses σ(A2)
then it holds that

etA2 =

∫

Γ

dz

2πi
etz

1

z − A2

.

Therefore,

− 1

A1 ⊗ 11 + 11⊗ A2

=

∫ ∞

0

dt

∫

Γ

dz

2πi
et(A1+z) ⊗ 1

z − A2

.

Since Γ is disjoint from σr(A2) it holds that
∥∥∥ 1
z−A2

∥∥∥ ≤ 1
r

uniformly in z ∈ Γ. Further, since

sup Re(W (A1)) ≤ −ε and Γ is in the left half of the complex plane it holds that
∥∥et(A1+z)

∥∥ ≤
e−tε. Thus, ∥∥∥∥et(A1+z) ⊗ 1

z − A2

∥∥∥∥ ≤
e−tε

r
<∞,

which means that we can swap the integrals using Fubini. Thus, since by assumption A1 + z is
always invertible we get that

− 1

A1 ⊗ 11 + 11⊗ A2

=

∫

Γ

dz

2πi

∫ ∞

0

dtet(A1+z) ⊗ 1

z − A2

=

∫

Γ

dz

2πi

1

z + A1

⊗ 1

z − A2

.

C Lower bounding the Dirichlet Laplacian

Recall the definition of the graph and Dirichlet Laplacians from Section 2.5. The second
largest eigenvalue of the graph Laplacian carries much information about the graph and has
been intensively studied in the field of spectral graph theory, where it is known as the algebraic
connectivity of the graph. For us, it will mainly play a technical role through the following
theorem.

Theorem C.1 ([41, Theorem 4.2]). Let H be a finite graph with n vertices. Let λ2 be the
second smallest eigenvalue of ∆G

H the graph Laplacian on H. Then

λ2 ≥
4

n diam(H)
.

The next lemma extends the bound above to derive a lower bound on the Dirichlet Laplacian,
that we give for completeness. Although we believe that a sufficient result can be obtained from
the general theory on the discrete Dirichlet problem (see e.g. [12, 13, 36] and references therein).
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Lemma C.2. Let H be a connected graph with n vertices and (vertex) boundary ∂vH and let

∆D be the Dirichlet Laplacian on H. Let ρ = |∂vH|
n

be proportion of boundary vertices. Then it
holds that

∆D
H ≥

ρ− ρ2

16
λ211H ≥

ρ− ρ2

24

1

n diam(H)
11H . (34)

where λ2 is the second smallest eigenvalue of ∆H . In particular, if there is at least one boundary
vertex, i.e |∂vH| ≥ 1, it holds that

∆D
H ≥

1

24n4
11H . (35)

Proof. Since H is connected ∆G
H has a unique eigenvalue 0 with eigenvector |1〉 = 1√

n
(1, . . . 1).

Now, for any normalized vector |ψ〉 we can write as |ψ〉 = a |1〉 + b |ϕ〉 with 〈1|ϕ〉 = 0 and
|a|2 + |b|2 = 1. Thus,

〈ψ|∆D
H |ψ〉 = 〈ψ|∆G

H |ψ〉 + 〈ψ|BH |ψ〉 ≥ |b|2 〈ϕ|∆G
H |ϕ〉 ≥ |b|2λ2. (36)

This means our goal is to prove that |b|2 is not too small for any eigenvector of ∆D
H .

So suppose that |ψ〉 = a |1〉 + b |ϕ〉 is an eigenvector of ∆D
H corresponding to the (smallest)

eigenvalue λ0. Then,

λ0a |1〉 + λ0b |ϕ〉 = ∆D |ψ〉 = aBH |1〉+ b(∆D
H) |ϕ〉 .

And thus, defining |BH〉 = BH |1〉 and its normalization
∣∣∣B̂H

〉
and norm B then notice that

BH |1〉 =
1√
n

∑

k∈∂G
|k〉

meaning that B = |∂H|n−1 as well as 〈1|BH〉 = |∂H|n−1 = ρ. In particular B2
∣∣∣
〈

1
∣∣∣B̂H

〉∣∣∣
2

=

|〈1|BH〉|2 = ρ2.
Now, we continue with

B2|a|2
∥∥∥∥
(
λ0

B
|1〉 −

∣∣∣B̂H

〉 )∥∥∥∥
2

= |b|2
∥∥(∆D − λ0) |ϕ〉

∥∥2
.

Using Lemma C.3 below and that λ0 ≤
∥∥∆D

∥∥ yields

(1− |b|2)(ρ− ρ2) = B2|a|2
(

1−
∣∣∣
〈

1
∣∣∣B̂H

〉∣∣∣
2
)
≤ |b|24

∥∥∆D
∥∥2
.

so that if J = (ρ−ρ2)

4‖∆D‖2 ≤ 1 then it holds that

(ρ− ρ2)

8‖∆D‖2 =
J

2
≤ J

J + 1
≤ |b|2.
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Combining this result with (36) yields the main statement. For the second statement. Notice
that diam(H) ≤ n and that ρ− ρ2 = (1− ρ)ρ ≥ min(ρ2, (1− ρ)2). If all vertices are boundary
vertices, then the operator BH = 11 and the statement is true. So, if neither none nor all
vertices are boundary vertices then min(ρ2, (1− ρ)2) ≥ 1

n2 and the last statement follows.

Lemma C.3. Suppose that |v〉 and |w〉 are unit vectors then for any complex number z it
holds that

‖|v〉+ z |w〉‖2 ≥ 1− |〈v|w〉|2. (37)

Proof. It is a calculation: Set first z = eiθx for real number x and let |w̃〉 = eiθ |w〉. Since

‖|v〉+ x |w̃〉‖2 = 1 + 2xRe(〈v|w̃〉) + x2

the minimal value is attained at x = −Re(〈v|w̃〉). So the minimum is

‖|v〉+ x |w̃〉‖2 ≥ 1− Re(〈v|w̃〉)2 ≥ 1− |〈v|w̃〉|2 = 1− |〈v|w〉|2.
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